9.1 Easy Tier overview

412

Easy Tier is an optional licensed feature of IBM Storwize V5000 that brings enterprise
storage functions to the midrange segment. It enables automated subvolume data placement
throughout different storage tiers to intelligently align the system with current workload
requirements and to optimize the usage of SSDs. This functionality includes the ability to
automatically and non-disruptively relocate data (at the extent level) from one tier to another
tier in either direction to achieve the best available storage performance for your workload in
your environment.

Easy Tier reduces the I/O latency for hot spots, but it does not replace storage cache. Easy
Tier and storage cache solve a similar access latency workload problem, but these methods
weigh differently in the algorithmic construction that is based on “locality of reference”,
recency, and frequency. Because Easy Tier monitors 1/O performance from the device end
(after cache), it can pick up the performance issues that cache cannot solve and complement
the overall storage system performance.

In general, the storage environments I/O is monitored on volumes and the entire volume is
always placed inside one appropriate storage tier. Determining the amount of I/O is too
complex for monitoring 1/O statistics on single extents, moving them manually to an
appropriate storage tier, and reacting to workload changes.

Easy Tier is a performance optimization function that overcomes this issue because it
automatically migrates (or moves) extents that belong to a volume between different storage
tiers, as shown in Figure 9-1. Because this migration works at the extent level, it is often
referred to as sub-LUN migration.
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Figure 9-1 Easy Tier
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You can enable Easy Tier for storage on a volume basis. It monitors the I/O activity and
latency of the extents on all Easy Tier enabled volumes over a 24-hour period. Based on the
performance log, it creates an extent migration plan and dynamically moves high activity or
hot extents to a higher disk tier within the same storage pool. It also moves extents whose
activity dropped off (or cooled) from higher disk tier MDisks back to a lower tier MDisk.

To enable this migration between MDisks with different tier levels, the target storage pool must
consist of different characteristic MDisks. These pools are named multitiered storage pools.
IBM Storwize V5000 Easy Tier is optimized to boost the performance of storage pools that
contain HDDs and SSDs.

To identify the potential benefits of Easy Tier in your environment before actually installing
higher MDisk tiers (such as, SSDs), it is possible to enable the Easy Tier monitoring volumes
in single-tiered storage pools. Although the Easy Tier extent migration is not possible within a
single-tiered pool, the Easy Tier statistical measurement function is possible. Enabling Easy
Tier on a single-tiered storage pool starts the monitoring process and logs the activity of the
volume extents. In this case, Easy Tier creates a migration plan file that can then be used to
show a report on the number of extents that is appropriate for migration to higher level MDisk
tiers, such as, SSDs.

The STAT is a no-cost tool that helps you to analyze this data. If you do not have an IBM
Storwize V5000, use Disk Magic to get a better idea about the required number of SSDs that
is appropriate for your workload. If you do not have any workload performance data, a good
starting point can be to add approximately 5% of net capacity of SSDs to your configuration.
However, this ratio is heuristics-based and changes according to different applications or
different disk tier performance in each configuration. For database transactions, a ratio of fast
SAS or Fibre Channel (FC) drives to SSD is about 6:1 to achieve the optimal performance,
but this ratio depends on the environment on which it is implemented.

Easy Tier is available for IBM Storwize V5000 internal volumes and volumes on external
virtualized storage subsystems because the SSDs can be internal or external drives.
However, from the fabric point of view, it is a best practice to use SSDs inside the IBM
Storwize V5000 (even if the lower tiered disk pool is on external storage) because this
configuration reduces the traffic that is traversing the SAN environment.

9.2 Easy Tier for IBM Storwize V5000

This section describes the terms and gives an example implementation of Easy Tier on the
IBM Storwize V5000. After reading this section, you should understand the Easy Tier concept
as it relates to the IBM Storwize V5000.

9.2.1 Disk tiers

It is likely that IBM Storwize V5000 internal disks and external disks have different
performance attributes. As described in Chapter 7, “Storage pools” on page 295, without
Easy Tier, it is a best practice to place drives with the same attributes (the number of
revolutions per minute, size, and type) in the same storage pool, and not to intermix different
drives with different attributes. This configuration is also valid for external MDisks that are
grouped into storage pools. All internal HDDs and external MDisks are initially put into the
generic_hdd tier by default. An internal SSD is identified as a high-performance tier MDisk by
IBM Storwize V5000 and all external SSD MDisks must be changed to the high-performance
tier, as described in Chapter 7, “Storage pools” on page 295.
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9.2.2 Tiered storage pools

With IBM Storwize V5000, we must differentiate between the following types of storage pools:

» Single-tiered storage pools
» Multitiered storage pools

As shown in Figure 9-2, single-tiered storage pools include one type for disk tier attribute.
Each disk should have the same size and performance characteristics. Multitiered storage
pools are populated with two different disk tier attributes, which means high-performance tier
SSDs and generic HDDs. A volume migration is when the complete volume is migrated from
one storage pool to another storage pool. An Easy Tier data migration moves only extents
inside the storage pool to different performance attributes.

SSD Single Tiered Storage HDD Single Tiered Storage
- Pool

T

Multi Tiered Storage Pool
_ (SSD & HDD)

R > -
Tl 1
Volume Based Data Migration ,> > e >
€m————— > - ] .
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R

Figure 9-2 Tiered storage pools
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9.3 Easy Tier process

The Easy Tier feature consists of four main processes. Figure 9-3 shows the flow between
these processes. These processes ensure that the extent allocation in multitiered storage
pools is optimized for the best performance that was monitored on your workload in the last
24 hours. Statistics about extent usage are collected at five-minute intervals. A heat map is
created every 24 hours that is used by the internal algorithms to generate a migration plan
and a summary report. This migration plan contains information about which extents to
promote to the upper tier or to demote to the lower tier, and the summary report is used by
STAT. For more information, see 9.6, “IBM Storage Tier Advisor Tool” on page 434.

Easy Tier Software

IOM DPA > DMP > DM

Figure 9-3 Easy Tier process flow

Easy Tier is based on an algorithm with a threshold to evaluate if an extent is cold or hot. If an
extent activity is below this threshold, it is not considered by the algorithm to be moved to the
SSD tier.

The four main processes and the flow between them are described in the following sections.

9.3.1 /0O Monitoring

The 1/0 Monitoring (IOM) process operates continuously and monitors host volumes for /O
activity. It collects performance statistics for each extent and derives averages for a rolling
24-hour period of I/O activity.

Easy Tier makes allowances for large block I/Os and thus considers only 1/Os of up to 64 KB
as migration candidates.

This process is an efficient process and adds negligible processing impact to the IBM
Storwize V5000 node canisters.

9.3.2 Data Placement Advisor

The Data Placement Advisor (DPA) uses workload statistics to make a cost benefit decision
about which extents should be candidates for migration to a higher performance (SSD) tier.

This process also identifies extents that must be migrated back to a lower (HDD) tier.

9.3.3 Data Migration Planner

By using the previously identified extents, the Data Migration Planner (DMP) process builds
the extent migration plan for the storage pool.

Chapter 9. Easy Tier 415



9.3.4 Data Migrator

The Data Migrator (DM) process involves scheduling and the actual movement or migration of
the volume’s extents up to, or down from, the high disk tier. The extent migration rate is
capped to a maximum of up to 15 MBps. This rate equates to around 2 TB a day that is
migrated between disk tiers, as shown in Figure 9-4.
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Figure 9-4 Easy Tier Data Migrator

9.3.5 Easy Tier operating modes

IBM Storwize V5000 offers the following operating modes for Easy Tier:
» Easy Tier: OFF

Easy Tier can be turned off. No statistics are recorded and no extents are moved.
» Evaluation Mode

If you turn on Easy Tier in a single-tiered storage pool, it runs in Evaluation Mode, which
means it measures the 1/O activity for all extents. A statistic summary file is created and
can be offloaded from the IBM Storwize V5000. This file can be analyzed with the IBM
Storage Tier Advisory Tool, as described in 9.6, “IBM Storage Tier Advisor Tool” on
page 434. This analysis shows the benefits for your workload if you were to add SSDs to
your pool before any hardware is acquired.

» Auto Data Placement Mode

This operating mode is enabled by default if you create a multitiered storage pool. Easy
Tier is also set to On to all volumes inside the multitiered storage pool. The extents are

migrated dynamically by the Easy Tier processes to achieve the best performance. The
movement is not apparent to the host server and applications, and it provides increased
performance only.
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If you do want to disable Auto Data Placement Mode for single volumes that are inside a
multitiered storage pool, it is possible to turn off the mode at the volume level. This action
excludes the volume from Auto Data Placement Mode and measures the 1/O statistics
only.

The statistic summary file can be offloaded for input to the advisor tool. The tool produces
a report about the extents that are moved to SSD and a prediction of performance
improvement that can be gained if more SSD was available.

9.3.6 Easy Tier rules

The following operating rules apply when IBM System Storage Easy Tier is used on the
IBM Storwize V5000:

>

Automatic data placement and extent I/O activity monitors are supported on each copy of
a mirrored volume. Easy Tier works with each copy independently of the other copy.

Volume mirroring: Volume mirroring can have different workload characteristics on
each copy of the data because reads are normally directed to the primary copy and
writes occur to both. Thus, the number of extents that Easy Tier migrates to SSD tier
probably is different for each copy.

Easy Tier works with all striped volumes, which include the following volumes:

Generic volumes

Thin-provisioned volumes

Mirrored volumes

Thin-mirrored volumes

Global and Metro Mirror sources and targets

Easy Tier automatic data placement is not supported for image mode or sequential
volumes. I/0 monitoring for such volumes is supported, but you cannot migrate extents on
such volumes unless you convert image or sequential volume copies to striped volumes.

If possible, IBM Storwize V5000 creates volumes or volume expansions by using extents
from MDisks from the HDD tier. Extents from MDisks from the SSD tier are used if no HDD
space is available.

When a volume is migrated out of a storage pool that is managed with Easy Tier,
Automatic Data Placement Mode is no longer active on that volume. Automatic Data
Placement is also turned off while a volume is migrated, even if it is between pools that
both have Easy Tier Automatic Data Placement enabled. Automatic Data Placement for
the volume is re-enabled when the migration is complete.

SSD performance is dependent on block sizes (small blocks perform much better than
larger blocks). Because Easy Tier is optimized to work with SSD, it decides whether an
extent is hot by measuring I/0O smaller than 64 KB, but it migrates the entire extent to the
appropriate disk tier.

As extents are migrated, the use of smaller extents makes Easy Tier more efficient.

The first migration of hot data to SSD starts about one hour after Automatic Data
Placement Mode is enabled. It takes up to 24 hours to achieve optimal performance.

In the current IBM Storwize V5000 Easy Tier implementation, it takes about two days
before hot spots are considered moved from SSDs, which prevents hot spots from being
moved from SSDs if the workload changes over a weekend.

If you run an unusual workload over a longer period, Automatic Data Placement can be
turned off and on online to avoid data movement.
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Depending on which storage pool and which Easy Tier configuration is set, a volume copy
can have the Easy Tier states that are shown in Table 9-1.

Table 9-1 Easy Tier states

Storage pool Single-tiered or Volume copy | Easy Tier status

multitiered storage | Easy Tier

pool setting
Off Single-tiered Off Inactive?
Off Single-tiered On Inactive?®
Off Multitiered Off Inactive?®
Off Multitiered On Inactive?®
AutoP Single-tiered Off Inactive?
Auto Single-tiered On Inactive?
Auto® Multitiered Off Measured®
Auto® Multitiered On Actived ©
On Single-tiered Off Measured®
On Single-tiered On Measured®
On Multitiered Off Measured®
On Multitiered On Actived

a. When the volume copy status is inactive, no Easy Tier functions are enabled for that volume
copy.

b. The default Easy Tier setting for a storage pool is Auto, and the default Easy Tier setting for a
volume copy is On. This scenario means that Easy Tier functions are disabled for storage pools
with a single tier, and that automatic data placement mode is enabled for all striped volume
copies in a storage pool with two tiers.

c. When the volume copy status is measured, the Easy Tier function collects usage statistics for
the volume, but automatic data placement is not active.

d. If the volume copy is in image or sequential mode or is being migrated, the volume copy Easy
Tier status is measured instead of active.

e. When the volume copy status is active, the Easy Tier function operates in automatic data
placement mode for that volume.
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9.4 Easy Tier configuration by using the GUI

This section describes how to activate Easy Tier by using the IBM Storwize V5000 GUI.

9.4.1 Creating multitiered pools: Enable Easy Tier

In this section, we describe how to create multitiered storage pools by using the GUI. When a
storage pool changes from single-tiered to multitiered, Easy Tier is enabled by default for the
pool and on all volume copies inside this pool.

To create multitiered pools, complete the following steps:

1. Click Volumes — Volumes by Pool. Figure 9-5 shows that the V5000 Poo1_1 storage pool
exists and Easy Tier is inactive in our example. An SSD must be added to the
V5000 _Pool_2 storage pool to enable Easy Tier.

Pool Filter L}

¥5000_Pool_1
10 Yolume copies V5UUU_P00|_1
732.00 GB Used / 3.81 TB
= J Online
1 MDisk, 10 Yolume copies

VY5000_Pool_2 Easy Tier Inactive
3 Yalume copies
[ e—

2.00 GB Used / 3,61 TB

3 New volume = Actions ¥

Narte als dpac D

Figure 9-5 Single-tiered pool

2. Click Pools — Internal Storage. Figure 9-6 shows that one internal SSD is available and
it is in the Unused status. Internal SSDs are assigned the generic_ssd high performance
tier automatically by the IBM Storwize V5000.

mcr-atl-cluster-01 > Pools > Internal Storage «

Drive Class Filter L}

|ﬁ Configure Storage
. i ———

ﬁ All Internal 185.81 GB, SSD
io_grpd
- 550.41 GB, SAS
% 10000 rpm
io_grp0
‘ ﬁ 185.81 B, $8D i= Actions v [E v
lo_grpl

23 185.81 GB Candidate _FJ online 1 24

Figure 9-6 Internal SSDs
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3. Click Configure Storage and the Storage Configuration wizard opens. Because the SSD
is in Unused status, an information message is displayed, as shown in Figure 9-7. Click
Yes to proceed to the next window.

Configure Internal Storage x

Use this wizard to allocate RAID arrays to storage
pools, After this configuration wizard completes, you
can create volumes from these storage pools.

Information

You have 1 unused drive. Would you like to include it in your
RAID configuration?

| Yes | | No |

UrTFES,

Select a different configuration

Mext = | Cancel |

Figure 9-7 Unused drives information message

4. The IBM Storwize V5000 configures the newly detected drive and changes its status to
Candidate after the task is completed, as shown in Figure 9-8. Click Close to start the
SSD configuration.

Mark drive as candidate

The task completed.

[ 100%

~ Details
The task has started. 11:1z M
The task is 0% complete. 11:1Z &AM
Punning commarnd: 11:1% &AM
srctask chdrive -use candidate 24
Svnchronizing memory cache. 11:1Z &AM
The task is 100% complete. 11:1Z &AM
The task conpleted. 11:1Z &AM

| Close | | Cancel

Figure 9-8 Drive configuration output
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Figure 9-9 shows the first step of the Configuration wizard.

Configure Internal Storage

Use this wizard to allocate RAID arrays to storage
pools. After this configuration wizard completes, you
can create volumes from these storage pools.

Storage Found:
(1 drives) 185.81 GB, 55D, io_grp0

Use the recommended configuration: SSD RAID-1

Select this option to configure all available drives based on recommended values
for the RAID level and drive class, The recommended configuration uses all the
drives to build arrays that are protected with the appropriate amount of spare
drives.

Select a different configuration

MNext = Cancel

Figure 9-9 Configure Internal Storage window

The wizard recommends the use of the SSD to enable Easy Tier. If you select Use

recommended configuration, it selects the recommended RAID level and hot spare

coverage for your system automatically, as shown in Figure 9-10.

Configure Internal Storage

Use this wizard to allocate RAID arrays to storage
pools. After this configuration wizard completes, you
can create volumes from these storage pools.

Storage Found:
(1 drives) 185.681 GB, 55D, io_grp0

Use the recommended configuration: S5D RAID-1

iSelect this option to configure all available drives based on recornmended value
or the RAID level and drive class, The recornmended configuration uses all the
idrives to build arrays that are protected with the appropriate amount of spare
idrives,

Select a different configuration

Configuration Summary:

0 % 55D RAID-1 {185,681 GB, 330, io_grp0):

Figure 9-10 Recommended configuration
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If you select Select a different configuration (as shown in Figure 9-11), you can select
the preset.

Configure Internal Storage

Use this wizard to allocate RAID arrays to storage
pools. After this configuration wizard completes, you
can create volumes from these storage pools.
Storage Found:

(1 drives) 185.81 GB, 55D, io_grp0

Use the recommended configuration: SSD RAID-1

Select this option to configure all available drives based on recommended values
for the RAID level and drive class, The recommended configuration uses all the
drives to build arrays that are protected with the appropriate amount of spare
drives.

Select a different configuration

Preset: |Select a preset... |

Select a preset...

S50 RAID-S

S50 RAID-6
|

S50 RAID-10

S50 RAID-0 Mext = Cancel

155D RAID-1 r

Figure 9-11 Select a preset menu

5. Choose a custom RAID level, or you can also select the SSD Easy Tier preset to review
and modify the recommended configuration. Because we do not have enough drives in
our configuration, the SSD Easy Tier preset is not available from the preset selection.
When it is available, this preset configures a RAID 10 array with a spare goal of one drive.
In this example, we create a RAID 0 array, although this is not best practice and is not
used in a production environment. Because there are not enough drives, an error
message is displayed, as shown in Figure 9-12 on page 423.
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Configure Internal Storage

Use this wizard to allocate RAID arrays to storage
pools. After this configuration wizard completes, you
can create volumes from these storage pools.

Storage Found:
(1 drives) 185.81 GB, 55D, io_grp0

Use the recommended configuration: SSD RAID-1

Select this option to configure all available drives based on recornmended values
for the RAID level and drive class. The recommended configuration uses all the
drives to build arrays that are protected with the appropriate amount of spare
drives.

Select a different configuration
Preset: |SSD RAID-O
.+ Automatically configure spares
Optimize for Performance
Optimize for Capacity

1 Number of drives to provision

Configuration Summary:

0 % S5D RAID-0 (155.81 GB, SSD, io_grp0):
0 There are not enough drives to satisfy the target number of drives
that is needed for the configuration.

Mext = Cancel

Figure 9-12 Select RAID 0 preset

This error message can be avoided if the Automatically configure spares option is not

chosen, as shown in Figure 9-13. A RAID 0 array with one drive and zero spares is

created.

Select a different configuration

Preset: SSD RAID-0

Automatically configure spares

Optimize for Performance

Optimize for Capacity

1 Number of drives to provision

Configuration Summary:

1 ® S50 RAID-0 (155.51 GB, S50, io_grp0l:
1 drives
0 Hot Spares
0 Unconfigured Drives

Figure 9-13 Array creation configuration summary
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6. To create a multitiered storage pool, the SSD must be added to an existing generic HDD
pool. Select Expand an existing pool (as shown in Figure 9-14) and select the pool that
you want to change to a multitiered storage pool. In our example, V5000_Pool_2 is
selected. Click Finish.

Configure Internal Storage

Preset:
e
S50 RAID-0

Expand an existing pool

B - L

Narme atus Tee Lapac dpac
5000_Poal_1 [ onine @ 30378 381 1B
W5000_Poal_2 _FJ Cnling 37378 381 1B

Create one or more new pools

| = Back | | Finish | | Cancel |

Figure 9-14 Expand an existing pool

7. Now the array is configured on the SSDs and added to the selected storage pool. Click
Close after the task completes, as shown in Figure 9-15.

Create RAID Arrays

The task completed.

[ 100%

¥ Details
The task has started. 11:54 AM
Creating S5D_BAIDD arrays 11:54 aM
Searching for cgquorum disks. .. 11:54 AM
Punning commard: 11:54 AM
swctask mkarray -drive 24 -lewvel raidld -sparegoal 0 V5000 Pool_ 2
Successfully created BAID array (ID 2} 11:54 AM
Synchronizing memory cache. 11l:54 aM
The task iz 100% complete. 11:54 AM
The task conpleted. 11:54 AM

| Close | | cancel

Figure 9-15 Array creation completed task
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Figure 9-16 shows that the internal SSDs usage changed to Member and that the wizard
created an MDisk that is named mdisk2.

mcr-atl-cluster-01 = Pools > Internal Storage ~
Drive Class Filter L}

= |ﬁ Configure Storage |

All Internal

&

185.81 GB, S5D

io_grp0
= 558.41 GB, SAS
10000 rprm

io_grpo

Capacity Allocation

185.81 GB, SSD
io_grpd

i= actions v B -«

kS

S

E ¢ MDisk Hame Enclosure [I¥

[ online mlisk2 1 24

24 185.81 GB

Figure 9-16 SSD usage is changed

In Figure 9-17, you see that the new MDisk is now part of the V5000 Pool1_2 storage pool and
that the status of the Easy Tier changed to Active. In this pool, Automatic Data Placement
Mode is started and the Easy Tier processes start to work.

mcr-atl-cluster-01 = Pools > MDisks by Pools ~

[ @New Pool 3 Detect MDisks = Actions =

ﬁ Not ina Pool

@ V5000_Pool_1 [ oriine 187) BRI @) UseE] ) 13

| 6.61 TB Yirtual Capacity

mdisk [./j online 382TB Array
= @1 V5000_Pool_2 [ oniine % | 8500 GE Used /399 TE

mdisk1 [./j online 382TB Array

mdisk2 [./j online 18581 GB  Array

Figure 9-17 Easy Tier active

The age pool was successfully changed to a multitiered storage pool (as indicated by the
icon:ﬁ and Easy Tier was activated by default. To reflect this change, we renamed the
storage pool and changed the function icon, as described in Chapter 7, “Storage pools” on
page 295 and as shown in Figure 9-18.

mcr-atl-cluster-01 > Pools > MDisks by Pools ¥

%New Pool 43 Detect MDisks = Actions +

Name aiils dpac Mode|
ﬁ Notin a Pool
) — 67500 GB Used / 3.81 TE

2 o

' @ WML mins (17 | 661 T8 Virtual Capacty
mdiski [ criine JE2TE Array

] ﬂ‘ MultiTierPool [ criine 2o | 8500 GE Used /3,99 TB
mdisk1 online 38278 Array
mdisk2 [ criine 18381 GB  Array

Figure 9-18 Muiltitiered storage pool
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By default, Easy Tier is now active in this storage pool and all its volumes. Figure 9-19 shows
three volumes on the multitiered storage pool.

mcr-atl-cluster-01 > Yolumes > Yolumes by Pool =

Pool Filter £~
& | multi W
- MultiTierPool
MultiTierPool .
@ 9 Wellume Eopiz gnl*l‘IIB?sks, 3 ¥Yolume copies

§5.00 GB Used / 3.99 TR

. oy

Easy Tier dctive

ﬁ MNew Wolume (= Actions &

Name datus: dpac D
Vol Cnling (@ 2007TB B0O05075300500098000000000000001F
Vol2 [./_J Cnling |3 2007B £00507630080009B0000000000000020
Vol3 Cnling 3.00GE  60050763005000980000000000000017

Figure 9-19 Volumes by Pool

If you open the properties of a volume by clicking Actions — Properties, you can also see
that Easy Tier is enabled on the volume by default, as shown in Figure 9-20.

Pool Details: MultiTierPool x
Overview
Volume Allocation:
§5.00 GB 3.99 TB Capacity
4,00 TB Wirtual Capacity
Capacity:
Total: 3.99 TR
Pool Name MultiTierPool %D Tier:
Capacity: 185,00 GB
Pool ID 1 Free Capacity: 185.00 GB
. MDisk Count: 1
Status [ cnline ]
HDD Tier:
Capacity 3.99TB Capacity: 3.81 TB
Free Capacity: 3.73 TB
MDisk Count 2 MDisk Count: 1
Yolume Copy Count 3
Extent Size 1.00 GB Storage Efficiency Savings:
) Virtual Capacity: 4.00 TB
Warning Threshold 80% Thin Provision Savings: 98%
Easy Tier Status active
[ Edit |
| ¥ show Details | | Close |

Figure 9-20 Easy Tier enabled volume
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If a volume has more than one copy, Easy Tier can be enabled and disabled on each copy
separately. This action depends on the storage pool where the volume copy is defined. You
can see a volume with two copies that are stored in two different storage pools, as shown in
Figure 9-21.

Yolume Details: Test¥olume3

Dverview | Host Maps | | Member MDishs

& Copy 0 -
¥olume Name TestMolume3 |
¥olume ID 14 Paool: MultiTierPool
Status 2] online Thin-Frovisianed, Striped
Copy Status: Cnline
Capacity 100,00 GB Easy Tier Status: Active
# of FlashCopy Mappings 0 Capacity:
[/ LT Used: 765,00 KB
Yolume UID E00507&30080009R000000000000002E Feal: 2.02 GB
) . 55D Tier: O bytes
Caching 10 Group io_grp0 HDD Tier: 2,02 GB E
Accessible I/'0 Groups io_grp0 [Automatically Expand)
Total: 100,00 GB
Preferred Node nodeZ Warning Threshold: B0 %
1/0 Throtting Dizabled Thin-Frovisioned Grain Size: 256 KB
Miror Sync Rate =11
Cache Mode Enabled g‘ Copy 1
Cache State Ermpty |

Pool: ¥5000_Pool_1
Thin-Frovisioned, Striped

UDID (Open¥MS)

Edit Copy Status: Cnline

Easy Tier Status: Inactive

Capacity:

Used: 768.00 KB -
¥ Show Details Cloze

Figure 9-21 Easy Tier by Copy

If you want to enable Easy Tier on the second copy, change the storage pool of the second
copy to a multitiered storage pool by repeating these steps.

If an external SSD is used, you must select the tier manually, and then add the external SSD
MDisk to a storage pool, as described in as described in Chapter 7, “Storage pools” on
page 295. This action also changes the storage pools to multitiered storage pools and
enables Easy Tier on the pool and the volumes.

9.4.2 Downloading Easy Tier /O measurements

Easy Tier is now enabled and Automatic Data Placement Mode is active. Extents are
automatically migrated to, or from, high -performance disk tiers, and the statistic summary
collection is now active. The statistics log file can be downloaded to analyze how many
extents were migrated, and to monitor if it makes sense to add more SSDs to the multitiered
storage pool.
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To download the statistics file, complete the following steps:
1. Click Settings — Support, as shown in Figure 9-22.

IBM Storwize ¥5000

mcr-atl-cluster-01 > Home > Overview ~

|. ‘= Suggested Tasks = ‘

< -

1 Fibre Channel Host
24 Internal

i @ = @ <0

@3&@3&1

. 3 MDisks 2 Paools 13 Yolumnes 1 SAS Host
0 External [
Storage Systems 3 iSCSI Hosts
"' Overview

| Directory Services )
the objects that need to be configured. To learn more about each object, click the icon in the

@ -Learning modules include a tutorial of the steps that are required to complete the task. To
r select the associated task from Suggested Tasks or use the icons in the left navigation.

&

enter

Q Runnina Tasks I2 i

Figure 9-22 Settings menu

2. Click Show full log listing, as shown in Figure 9-23.

mcr-atl-cluster-01 > Settings > Support ¥

|° Download Support Package

Looking for indivigua! log files ? Show full log fsting...

Figure 9-23 Download files menu

This action lists all the log files available to download, as shown in Figure 9-24. The Easy
Tier log files are always named dpa_heat.canister_name date.time.data.

mcr-atl-cluster-01 > Settings > Support ¥

|° Download Support Package

iZ Actions ¥ -

/dumps/T305031-2.trc
Idumps/T§05031-2.trc.old
{dumps(dpa_heat.7805031-2.130520.084013.d¢ & pownload

‘dumps/dump.7805031-2.130523.105100

# Delete

‘dumps/dump.7805031-2.130523.105407

Figure 9-24 Download dpa_heat file
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Log file creation: Depending on your workload and configuration, it can take up to 24
hours until a new Easy Tier log file is created.

If you run Easy Tier for a longer period, it generates a heat file at least every 24 hours.

The time and date of the file creation is included in the file name. The heat log file always
includes the measured I/O activity of the last 24 hours.

3. Right-click the dpa_heat.canister_name_date.time.data file and click Download. Select
the file for Easy Tier measurement for the most representative period.

You can also use the search field that is on the right to filter your search, as shown in
Figure 9-25.

mer-atl-cluster-01 > Settings > Support >

CIMOM Logging Level: |Low| =

© Download Support Fackage

Figure 9-25 Filter your search

Depending on your browser settings, the file is downloaded to your default location, or you
are prompted to save it to your computer. This file can be analyzed as described in 9.6,
“IBM Storage Tier Advisor Tool” on page 434.

9.5 Easy Tier configuration by using the command-line
interface

The process that is used to enable IBM Storwize V5000 Easy Tier by using the GUI is
described in 9.4, “Easy Tier configuration by using the GUI” on page 419. Easy Tier can also
be configured by using the command-line interface (CLI). For the advanced user, this method
offers several more options for Easy Tier configuration.

Before you use the CLI, you must configure CLI access, as described in Appendix A,
“Command-line interface setup and SAN Boot” on page 609.

Readability: In most examples that are shown in this section, many lines were deleted in
the command output or responses so that we can concentrate only on the information that
is related to Easy Tier.

9.5.1 Enabling Easy Tier evaluation mode

If you want to enable Easy Tier in evaluation mode, you must enable Easy Tier on a
single-tiered storage pool. Connect to your IBM Storwize V5000 by using the CLI and run the
1smdiskgrp command, as shown in Example 9-1 on page 430. This command shows an
overview about all configured storage pools and the Easy Tier status of the pool. In our
example, there are two storage pools listed: mdiskgrp0 with Easy Tier inactive, and

Multi Tier_ Pool with Easy Tier enabled.
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Example 9-1 List storage pools

IBM 2078:admin>1smdiskgrp

id name status mdisk count ... easy tier easy tier status
0 mdiskgrp0 online 3 ... auto inactive
1 Multi _Tier_Pool online 3 ... auto active

To get a more detailed view of the single-tiered storage pool, run the 1smdiskgrp storage
pool name command, as shown in Example 9-2.

Example 9-2 Storage Pools details: Easy Tier inactive

IBM_2078:admin>1smdiskgrp mdiskgrp0
id 0

name mdiskgrp0

status online

mdisk_count 3

easy_tier auto
easy_tier_status inactive
tier generic_ssd
tier_mdisk_count 0

tier generic_hdd
tier_mdisk_count 3

To enable Easy Tier on a single-tiered storage pool, run the chmdiskgrp -easytier on
storage pool name command, as shown in Example 9-3. Because this storage pool does not
have any SSD MDisks, it is not a multitiered storage pool; only measuring is available.

Example 9-3 Enable Easy Tier on a single-tiered storage pool

IBM 2078:admin>chmdiskgrp -easytier on mdiskgrp0
IBM_2078:admin>

Check the status of the storage pool again by running the 1smdiskgrp storage pool name
command again, as shown in Example 9-4.

Example 9-4 Storage pool details: Easy Tier ON

IBM_2078:admin>1smdiskgrp mdiskgrp0
id 0

name mdiskgrp0

status online

mdisk_count 3

vdisk_count 7

easy tier on

easy tier_status active
tier generic_ssd
tier_mdisk_count 0

tier generic_hdd
tier_mdisk_count 3
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Run the svcinfo 1smdiskgrp command again, as shown in Example 9-5. You see that Easy
Tier is turned on the storage pool now, but Automatic Data Placement Mode is not active on
the multitiered storage pool.

Example 9-5 Storage pool list

IBM_2078:admin>1smdiskgrp

id name status mdisk _count vdisk count ... easy tier easy tier status
0 mdiskgrp0 online 3 7 <.. ON active
1 Multi_Tier_Pool online 3 0 ... auto active

To get the list of all the volumes defined, run the 1svdisk command, as shown in
Example 9-6. For this example, we are only interested in the redhat1 volume.

Example 9-6 All volumes list

IBM 2078:admin>1svdisk
id name I0 group_id IO group name status mdisk grp_id
5 redhatl 0 io_grp0 online many many

To get a more detailed view of a volume, run the 1svdisk volume name command, as shown in
Example 9-7. This output shows two copies of a volume: Copy 0 is in a multitiered storage
pool and Automatic Data Placement is active, Copy 1 is in the single-tiered storage pool, and
Easy Tier evaluation mode is active, as indicated by the easy tier status measured line.

Example 9-7 Volume details

IBM_2078:admin>Tsvdisk redhatl
id 5

name redhatl

I0_group_id 0

I0_group_name io_grp0

status online

mdisk_grp_id many
mdisk_grp_name many

capacity 10.00GB

copy_id 0

status online

sync yes

primary yes

mdisk_grp_id 1

mdisk_grp_name Multi_Tier_Pool

easy_tier on

easy tier_status active
tier generic_ssd
tier_capacity 0.00MB
tier generic_hdd
tier_capacity 10.00GB

copy_id 1
status online
sync yes
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primary no

mdisk_grp_id 0
mdisk_grp_name mdiskgrp0
easy _tier on

easy tier_status measured
tier generic_ssd
tier_capacity 0.00MB

tier generic_hdd
tier_capacity 10.00GB

These changes are also reflected in the GUI, as shown in Figure 9-26. Select the Show
Details option to view the details of the Easy Tier for each of the volume copies.

Yolume Details: redhat1

# of FlashCopy Mappings

UDID {Dpen¥MS)
Edit

v| Show Details

0

Overview Host Maps Member MDisks

Yolume Name redhatl @ Copy 0

Yolume ID 5

Status @ online Storage Pool: Multi_Tier_Pool
Striped

Capacity 10.0 GB Copy Status: Cnline

Easz Tier Status: &ctive

Capacity:

¥olume UID £005076802830014CE00000000000005 SSD Tier: 0 bytes
. HDD Tier: 10.0 GB
10 Group io_grp0 Total: 10.0 GB
Preferred Node nodel
170 Throttling Disabled 4 copy1
Mirror Sync Rate 50 %
Cache Mode Enabled Storage Pool: mdiskgrp0
Cache State Empty Striped

Copy Status: Online

Easx Tier Status: Measured
Capacity:

S50 Tier: 0 bytes

HDD Tier: 10.0 GB

Total: 10.0 GB

Close

Figure 9-26 Easy Tier status by volume

Easy Tier evaluation mode is now active on the single-tiered storage pool (mdiskgrp0), but
only for measurement. For more information about downloading and analyzing the I/O
statistics, see 9.4.2, “Downloading Easy Tier /O measurements” on page 427.

9.5.2 Enabling or disabling Easy Tier on single volumes
If you enable Easy Tier on a storage pool, all volume copies inside the Easy Tier pools also

have Easy Tier enabled by default. This setting applies to multitiered and single-tiered storage
pools. It is also possible to turn Easy Tier on and off for single volume copies.
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To disable Easy Tier on single volumes, run the chvdisk -easytier off volume name
command, as shown in Example 9-8.
Example 9-8 Disable Easy Tier on a single volume

IBM 2078:admin>chvdisk -easytier off redhatl
IBM_2078:admin>

This command disables Easy Tier on all copies of this volume. Example 9-9 shows that the
Easy Tier status of the copies did change, even if Easy Tier is still enabled on the storage
pool.

Example 9-9 Easy Tier disabled

IBM 2078:admin>1svdisk redhatl
id 5

name redhatl

I0 group_id 0

I0_group_name io_grp0

status online

mdisk grp_id many
mdisk_grp_name many

capacity 10.00GB

copy_id 0

status online

sync yes

primary yes

mdisk grp_id 1

mdisk _grp_name Multi Tier_ Pool

easy tier off

easy tier_status measured
tier generic_ssd
tier_capacity 0.00MB

tier generic_hdd
tier_capacity 10.00GB

copy_id 1

status online

sync yes

primary no

mdisk_grp_id 0
mdisk_grp_name mdiskgrp0

easy_tier off

easy tier_status measured
tier generic_ssd
tier_capacity 0.00MB

tier generic_hdd
tier_capacity 10.00GB
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To enable Easy Tier on a volume, run the chvdisk -easytier on volume name command (as
show in Example 9-10), and the Easy Tier Status changes back to enabled (as shown in
Example 9-7 on page 431).

Example 9-10 Easy Tier enabled

IBM 2078:admin>chvdisk -easytier on redhatl
IBM_2078:admin>

9.6 IBM Storage Tier Advisor Tool

The STAT is a Windows console tool. If you run Easy Tier in evaluation mode, the tool
analyzes the extents and estimates how much benefit you derive if you implement Easy Tier
Automatic Data Placement with SSD MDisks. If Automatic Data Placement Mode is already
active, the analysis also includes an overview of migrated hot data and recommendations
about whether you can derive any benefit by adding more SSD drives. The output provides a
graphical representation of the performance data that is collected by Easy Tier over a 24-hour
operational cycle.

9.6.1 Creating graphical reports
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STAT takes input from the dpa_heat log file and produces an HTML file that contains the
report. Download the heat _1og file, as described in 9.4.2, “Downloading Easy Tier I/O
measurements” on page 427, and save it to the HDD of a Windows system.

For more information about the tool and to download it, see this website:

http://www-01.ibm.com/support/docview.wss?uid=ssg15S4000935
Click Start — Run, enter cmd, and then click OK to open a command prompt.

Typically, the tool is installed in the C:\Program Files\IBM\STAT directory. Enter the command
to generate the report, as shown in Example 9-11.

C:\Program Files\IBM\STAT>STAT.exe -0 c:\directory_where_you want_the output_to_go
c:\location_of dpa_heat data file

If you do not specify -o c:\directory where_you_want_the output_to_go, the output goes to
the directory where the STAT.exe file is located.

Example 9-11 Generate HTML file

C:\EasyTier>STAT.exe -0 C:\EasyTier C:\StorwizeV5000 Logs\dpa heat.31GOOKV-1.101
209.131801.data

CMUAO0O19I The STAT.exe command has completed.

C:\EasyTier>

Browse the directory where you directed the output file, and there is a file named index.htm1.
Open the file by using your browser to view the report.
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9.6.2 STAT reports

If you open the index.html file of an IBM Storwize V5000 system that is in Easy Tier
evaluation mode, a window opens that gives you an estimate of the benefit if you were to add
SSDs, as shown in Figure 9-27. The report shows a heading of IBM Storwize V7000.
However, you can ignore this heading because this tool was originally available for IBM
Storwize V7000 but also works with IBM Storwize V5000.

IBM® Storwize® V7000

ﬁ System Summary —

System Summary:

System
Recommendation

Storage Pool
Recommendation

¥Yolume Heat
Distribution

The data iz collected frorm Tue Aug 24 21:09:03 UTC 2010 to Tue Aug 24 22:14:03 UTS 2010

Storage Tier Advisor Tool version: 7.1.0.0

Total Wolurmes Monitored 1z

Total Capacity Maonitored 60005

Hot Data Capacity (% of Total) 160G (2%
Capacity Allocated on S50/ Total S50 Capacity 0G/0G
Estimated Migration Time 3.0 hours

Recommended $5D Configuration *!

Pool ID SSD Configuration Predicted Performance Improvement *2
System wide a1l Added 1 900G SSD Array(s) (RAIDS) 3 64.2% ~84.2%
0x0000 Performance Improved by Adding 1 55D Array(s) 2 64.2% ~84.2%

*#1 The recormmended S50 configuration is only the suggested SSD capacity to add or to take advantage of the existing S50 resource, for
detailed physical configuration, please consult IBM service team.

*#2 The predicted performance improverment is the possible response time reduction at the backend in a balanced systern configuration,
and it may vary with different systern workload and configuration,

*3 Assume the S50 Array will be configured as RAIDS (3+P), and the equivalent capacity is 900G,

Figure 9-27 STAT report: System Summary

Important: Because this tool was originally available for SAN Volume Controller and IBM
Storwize V7000, you can ignore the fact that it is showing IBM Storwize V7000 in the report
banner.

The System Summary window provides the most important numbers. In Figure 9-27, we see
that 12 volumes were monitored with a total capacity of 6000 GB. The result of the analysis of
the hot extents is that about 160 GB (which means 2%) should be migrated to the
high-performance disk tier.

It also recommends that one SSD RAID 5 array should be added as a high-performance tier

that consists of four SSD drives (3+P). This predicted performance improvement is the
possible response time reduction at the back end in a balanced system is 64% - 84%.
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Click Volume Heat Distribution to change to a more detailed view, as shown in Figure 9-28.

IBM® Storwize® V7000

System Summary

System
Recommendation

Storage Pool
Recommendation

¥olume Heat
Distribution:

A~
6 Volume Heat Distribution
The data is collected from Tue Aug 24 21:09:03 UTC 2010 to Tue Aug 24 22:14:03 UTC 2010
Storage Tier Advisor Tool wersion: 7.1.0.0
Volume D C;J[I;H' PID[I)Jl Conflggl;ed Size Capamtxgon SSD Heat Distribution *#

0x0003 0x0000 0x0000 500,05 0.0G

Ox000z2 0x0000 0x0000 500,05 0.0G

Ox0001 0x0000 0x0000 500,05 0.0G

0x0000 0x0000 0x0000  S00.0G 0.0G

Ox0004 0x0000 0x0000 500,05 0.0G

0x0005 0x0000 0x0000 500,05 0.0G

Ox0006 0x0000 0x0000 500,05 0.0G

Ox0007 0x0000 0x0000 500,05 0.0G

0x00035 0x0000 0x0000 500,05 0.0G

Ox0009 0x0000 0x0000 500,05 0.0G

0x000a 0x0000 0x0000 500,05 0.0G

0x000b 0x0000 0x0000 500,05 0.0G

20 % |Entries Per Page
*1, Wolume 1D is the ID to represent the LURN,
*#2, The configured capacity of the volume.
*3, The 'Capacity on S50 column represents the amount of data that has already migrated to S50 drives.
*4, The 'Heat Distribution’ column shows the heat distribution of the data in this volurme, The blue portion of the bar represents the
capacity of the cold data, and the red portion represents the capacity of the hot data.,

v

Figure 9-28 Volume Heat Distribution window

The table that is shown in Figure 9-28 gives you a more detailed view as to how the hot
extents are distributed across your system. It contains the following information:

» Volume ID: The unique ID of each volume on the IBM Storwize V5000.

» Copy ID: If a volume owns more than one copy, the data is measured for each copy.
» Pool ID: The unique ID of each pool that is configured on the IBM Storwize V5000.
» Configured Size: The configured size of each volume that is represented to the host.

» Capacity on SSD: Capacity of the volumes on high-performance disk tier (even in
evaluation mode, volumes can be on high performance disk tiers if they were moved there
before).

» Heat Distribution: Shows the heat distribution of the data in this volume. The blue portion
of the bar represents the capacity of the cold extents and the red portion represents the
capacity of the hot extents. The red hot data is a candidate to be moved to the
high-performance disk tier.

9.7 Tivoli Storage Productivity Center

The IBM Tivoli Storage Productivity Center provides a set of policy-driven automated tools for
managing storage capacity, availability, events, performance, and assets in your enterprise
environment. Tivoli Storage Productivity Center provides storage management from the host
and application to the target storage device. It also provides disk and tape subsystem
configuration and management, Performance Management, SAN fabric management and
configuration, and usage reporting and monitoring. In this section, we describe how to use
Tivoli Storage Productivity Center to get usage reporting and to monitor performance data.
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Tivoli Storage Productivity Center can help you to identify, evaluate, control, and predict your
enterprise storage management assets. Because it is policy-based, it can detect potential
problems and automatically make adjustments that are based on the policies and actions that
you define. For example, it can notify you when your system is running out of disk space or
warn you of an impending storage hardware failure. By alerting you to these and other issues
that are related to your stored data, you can prevent unnecessary system and application
downtime.

9.7.1 Tivoli Storage Productivity Center benefits

Tivoli Storage Productivity Center includes the following benefits:

Simplifies the management of storage infrastructures

Manages, configures, and provisions SAN-attached storage

Monitors and tracks performance of SAN-attached devices

Monitors, manages and controls (through zones) SAN fabric components
Manages the capacity usage and availability of the file systems and databases
Offers performance monitoring and reporting

Reports can be viewed by using a web-based GUI

YyVVyVyVYyVYYVYYyY

9.7.2 Adding IBM Storwize V5000 in Tivoli Storage Productivity Center

After the Tivoli Storage Productivity Center is installed, it is ready to connect to the IBM
Storwize V5000 system.

Complete the following steps to connect Tivoli Storage Productivity Center to the IBM
Storwize V5000 system:

1. Open your browser and use the following link to start Tivoli Storage Productivity Center, as
show in Figure 9-29:

http://TPC_system Hostname:9550/ITSRM/app/en_US/index.html

[EEEEET B Tiveli Storage Productivity Center [ + \ = @y

LT Y software

“inibm.com:9550/TTSRM/2pp/en_USfindexhtrl | C | |2~ Google P A B

The TPC GUI requires an IBM 1.6.0 JRE. Should you not already have it available, click on one of the following links to download and install the IBM 1.6.0 Java package for your supported platform:

* [BM 1.6.0 JRE for Windows 1A32 (InstallShield)
* B 1.6.0 JRE for Linux |A32 (RPM)

o [BM 1.6.0 JRE for AXPPC32 (JAR)

After IBM 1.6.0 JRE Installation

With the IBM 1 6.0 JRE installed on your system, setup your web browser to apen JNLP files using the Java YWeb Start executable {javaws.exe f javaws) packaged with the IBM 1.6.0 JRE {If you're
unfamiliar with howr to do so, refer to the documentation provided with TPC for guidance.)

Launch TPC
Click on the following link to launch the TPC GUl using Java Web Start
o TPC GUI {Java Web Start;

Figure 9-29 Tivoli Storage Productivity Center front page

You also can find a link on the webpage to download IBM Java, if required. To start Tivoli
Storage Productivity Center console, click the Tivoli Storage Productivity Center GUI (Java
Web Start).
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Tivoli Storage Productivity Center starts an application download, as shown in
Figure 9-30. If this is the first time you logged in, it takes time to install the required Java
packages to the local system.

Jawva Weh Start

Downloading application.

MName: Tivoli Storage Productivity Center GLI
Publisher: IBM Corporation

From: http:fie ibrm.com: 9550

| ¢ Cancel

Figure 9-30 Downloading Tivoli Storage Productivity Center application

2. Use your login credentials to access Tivoli Storage Productivity Center, as shown in
Figure 9-31.

— 1 IBM Tivali Storage Productivity C... @

User ID:  |dbZinst1
Password: | sessssss

Server: oo Lo nibmocom:9549

Cancel

Figure 9-31 Tivoli Storage Productivity Center login access

3. After successfully logging in, you are ready to add storage devices to Tivoli Storage
Productivity Center, as shown in Figure 9-32.

— Welcome to the IBM Tivoli Storage Productivity Center @

The IBM Tivoli Storage Productivity Center provides the ability to administer complex and
heterogeneous storage environments, To proceed select one of the options below,

Add Devices

Opens the Configure Devices wizard ko be stepped through the process of
adding subsystems, Fabrics and tape libraries to the Productivity Center.,

Configuration

Opens the Services Tab of the Configuration Ukility, Select this option when
configuring the Productivity Center to manage storage subsystems, Fabric
cormponents or compukers,

Element Management

Opens the Element Manager Tab of the Configuration Utility, Select this option
when configuring the Productivity Center For the IBM DS3000 Storage Manager
or other device element managers.,

Dashboard

Opens the main dashboard, Select this option if you do not wish o work with the
Configuration Ukility immediately,

Do not display this dialog again.

Figure 9-32 Add Devices window
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4. Enter the details of your IBM Storwize V5000 in Tivoli Storage Productivity Center, as
shown in Figure 9-33.

= Configure Devices 23
-
i Configure storage subsystem connections
Select Device Type
¥ i Add new storage subsystems or CIMOMs by providing the connection properties, Once the connection
" Select Device propetties have been added click next to continue. If wou wish to remove one of the connections , select it
= Configure starage from the kable and click remove.
subsystem
connections Device Type | IBM SAN Yolume Contraller | IBM Storwize Y7000
Discover storage
subsystems Software Yersion: Et -
Select Storage
Subsystems IP Address: 9.174.161,119
Data Collection Select Key: e iy -
Surnmaty
F— Administrator User Name:
esults ~! Select User
SUpEruser @
Ch From the Follawing list:
Administrator Password: Bl @ Ul ifelin Wils [ BRI 5 =
Test
LLLLLLL]))
User Name:
tpc Select User ...
Private SSH Key:
$4{device,confHEpc_sve.pem Browse ...
Passphrase:
{Optional)
[0]4 Cancel
Add Clear
Mo Connections have been defined.
Remove
4 1] 3

Figure 9-33 Configure device in Tivoli Storage Productivity Center

Continue to following the wizard after you complete all the required fields. After the wizard is
completed, Tivoli Storage Productivity Center collects information from IBM Storwize V5000.
A summary of details is shown at the end of discovery process.

9.8 Administering and reporting an IBM Storwize V5000 system
through Tivoli Storage Productivity Center

This section shows examples of how to use Tivoli Storage Productivity Center to administer,
configure, and generate reports for IBM Storwize V5000 system. A detailed description about
Tivoli Storage Productivity Center reporting is beyond the intended scope of this book.

9.8.1 Basic configuration and administration
By using Tivoli Storage Productivity Center, you can administer, monitor, and configure your

IBM Storwize V5000 system. However, not all of the options that are normally associated with
the IBM Storwize V5000 GUI or CLI are available.
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After successfully adding your IBM Storwize V5000 system, click Disk Manager — Storage
Subsystems to view your configured devices, as shown in Figure 9-34.

Navigation Tree

Storage Subsystems |

[#-Administrative Services

-Data Manager
-Data Manager for Databases
Data Managetr for Chargeback
Disk Manager

Storage Optimizer

SAN Planner

[+-Monitoring

#-Alerting

ofile Management

[+-Reporting
-Fabric Manager

Tape Manager
-Element Manager
-Replication Manager

IBM Tivoli Storage Productivity Center

Add Storage Subsystem MDisk Graups Yolumes Create Yolums Yirtual Disks Create Yirtual Disk. Remove
Launch Element Managsr
Storage Subsystems
Subsystem a Label Type Model Status  Available Space (GB) Consumed Space {(GB) Configured Capacity Limit (GB)

[swc Jat 2 Normal 7,250.84

=] |S\u'C—2145'mcrrat\—cluster—0l—IBM
C

740,16 |NA
[0 ]

Figure 9-34 Storage Subsystem view
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When you highlight the IBM Storwize V5000 system, action buttons become available that
you can use to view the device configuration or create virtual disks, as shown in Figure 9-35.

Storage Subsystems |
T 1
[ Add Storage Subsystem ] [ MDisk Groups Wolumes Create Volume Wirtual Disks ] [ Create Virbual Disk ] [ Remove
Launch Element Manager
Storage Subsystems
Subsystem a Label |Type |Model Status | Available Space {GB) |Consumed Space {(GB) |Configured Capa
a= _

Figure 9-35 Action buttons

The MDisk Groups option provides you with a detailed list of the configured MDisk groups
including, pool space, available space, configured space, and Easy Tier Configuration.

The Virtual Disks option lists all the configured disks with the added option to filter them by
MDisk Group. The list includes several attributes, such as, capacity, volume type, and type.

Important: Tivoli Storage Productivity Center and SAN Volume Controller use the
following terms:

» Virtual Disk: The equivalent of a Volume on a Storwize device
» MDisk Group: The equivalent of a Storage Pool on a Storwize device.

If you click Create Virtual Disk, the Create Virtual Disk wizard window opens, as shown in
Figure 9-36 on page 441. Use this window to create volumes and specify several options,
such as, size, name, thin provisioning, and add MDisks to an MDisk group.
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Create Virtual Disk Wizard { SYC-2145-mer-atl-cluster-01-IBM ) (===

Define the virtual disks
Select attributes For the virtual disks:
Type _Striped - |
Mumnber of virtual disks =
Yirtual-disk size 504 Units | GB -
Mame wisk, {or name prefix)
110 group io_grpd - |

Space Efficient Properties

[7] Real Size 04 MBE Surnmary Define. ..

[ shaw solid state based Managed Disk Groups only

Managed-disk group _MultiTierPooI (3393.0 GE ) - |

Managed-disks

Mame | Status |Capacity {MB)

mdiskz  |Online 190,270

Round-robin sequential assignment to managed disks

Farmat virtual disks

Figure 9-36 Virtual Disk wizard Creation

9.8.2 Generating reports by using Java GUI

In this section, we describe how to generate sample reports by using the GUI. We also create
a probe to collect information from IBM Storwize V5000, as shown in Figure 9-37.

avigation Tree

2 -Administrative Services
—-IBM Tivoli Storage Productivity Center

--Configuration Utility
--Configure Devices
--Job Management
T---Reporting
+Topology
~-Monitoring
=801oh
o1 Create Probe | Probd
T Refresh ne
T Probe
T Callapse Branch
I Expand Branch the
T Print Branch he
- TPCUser, Subsystem Advanced Prob
- TPCUser, Subsystem Basic Probe
- TPCser, Subsystemn Standard Probg

Figure 9-37 Create Probe option
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Add the IBM Storwize V5000 probe for collecting information, as shown in Figure 9-38.

Create Probe

Creator: dbzinst1 Mame: unnamed
Description:  |\WS000_PROBE
Enabled

What to PROBE | when to Run | Alert

Available:
-Computers
-Clusters

-Fabric Groups
-Fabrics

-Tape Library Groups

-Tape Library

-Storage Subsystem Groups
-Storage Subsystems
All Storage Subsystems!
[+-Hypervisors

Current Selections:
[=-Storage Subsystems
- SYC-2145-mer-atl-cluster-01-16M

el

Figure 9-38 Adding IBM Storwize V5000 in probe

After you create a probe, you can click Create Subsystem Performance Monitor, as shown
in Figure 9-39.

Create Subsystem Performance Monitor

Creator: dbzinst1 Mame: unnamed
Description: | SVC_MOnitoring
Enabled

Storage Subsystems | Sampling and Scheduling | aAlert

G I

Interval length:

Gathered performance data will represent averages over this interval,

Gather data every

Duration:
() Continue gathering data For 1 Hours

@ Continue indefinitely

—Scheduli

(@ Begin immediately
Data Collection will begin as soon as you save this monitoring profile,

() Schedule to beqin later

Specify exactly when data collection should start,
May 29 , | 2013 0] 24| (&AM
This is & recurring task
Recurrence interval:
Daily
Include only certain days of the week

Sundary Monday Tuesday Wednesday Thursday Friday Saturday

Figure 9-39 Create subsystem performance monitor
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To check the MDisk performance, click Disk Manager — Reporting — Storage Subsystem
Performance — By Managed Disk. You see many options to include in the wizard to check

MDisk performance, as shown in Figure 9-40.

=1 1BM Tivoli Storage Productivity Center: austpclLaustinibm.com -- Storage Subsystem Perfarmance: By Managed Disk
File Wiew Connection Preferences Window Help
wlBlalx|sa ‘
avigation Tree Selection |
Administrative Services T
1BM Tivoli Storage Productivity Center = JERLLE
Data Manager for Databases
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-Disk Manager ") Display historic performance data using absolute time
! Storage Subsystems
) Storage Optimizer From|tay ERETE a|:[ oo] [am
Ex-SAN Planner To: [May 30 -, 2013 al: [ oof [am
[+ Monitaring
- alerting ) Display historic performance data using relative time
- Profile - days ago unti now
£ Reporting
-Groups Summation Level |By Sample -
4-Storage Subsystems
=-Storage Subsystem Performance i
By Storage Subsystem Available Columns Included Columns
y Controller [subsystem
¥ 1/0 Group [Maniaged Disk
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¥ Array Interval
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Backend Write [/O Rate
Total Backend /O Rate
Backend Read Data Rate
_Const Backend Write Data Rate
7 Fabric Manager Total Backend Data Rate
+ Tape Manager “* | |Backend Read Response Time T
I Element Manager [Backend Write Response Time
- Replication Manager = (Overall Backend Respanse Time I
Backend Read Queus Time
[Backend Write Queue Time
(Overall Backend Queue Time
Backend Read Transfer Size
Backend Write Transfer Size
(Overall Backend Transfer Size
Peak Backend Read Response Time
[Peak Backend wirite Response Time
Peak Backend Read Queue Time
Figure 9-40 Managed disk performance report filter specification
Click Generate Report to see a report, as shown in Figure 9-41.
Selection | Managed Disks |
Storage Subsystem Performance: By Managed Disk
MNumber of Rows: 3
Subsystem Managed Disk | Time Interval | Backend Read I/0Rate |Backend Write I/0 Rate | Total Backend I/0 Rat
2] [G] [5vC-2145-mor-atl-cluster-01-18M | mdiskd May 30, 2013 7:50:20 AM 600 s & ops/s 0 opsfs go
Al [G] |SWC-2145-mer-atl-cluster-01-18M | mdisk1 May 30, 2013 7:50:20 AM 600 5 0 opsfs 8.01 opsf's §.01 o
2l [G] |5WC-2145-mer-atl-cluster-01-18M | mdisk2 May 30, 2013 7:50:20 AM 600 5 0 opsfs 0,37 opsf's 0.37 o
] [ ¢

Figure 9-41 MDisk performance report

Click the upper left icon to see a history chart report of the selected MDisk, as shown in
Figure 9-42 on page 444.
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Selection | Managed Disks | History Chart
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Figure 9-42 MDisk history chart

9.8.3 Generating reports by using Tivoli Storage Productivity Center web

console

In this section, we describe how to generate reports by using the Tivoli Storage Productivity
Center web console.

To connect to the web page, browse to the following URL:
https://tpchostname.com:9569/srm/

You see a login panel (as shown in Figure 9-43) and log in by using your Tivoli Storage
Productivity Center credentials.

Tivoli® Storage Productivity Center

User name: | |

Password: | |

Log in |E|

Figure 9-43 Tivoli Storage Productivity Center login panel
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https://tpchostname.com:9569/srm/

After you log in, you see the Tivoli Storage Productivity Center web dashboard, as shown in
Figure 9-44. The Tivoli Storage Productivity Center web-based GUI is used to show
information about the storage resources in your environment. It contains predefined and
custom reports about performance and storage tiering.

Dashhoard
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Server
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@ Storage Systems D @ Last Day D @ Last Day
lif
i Pool Space: 7.8 TiB .
Reporting Avallable: 6.76 TiE 0 Failed 0 Critical
A1 warning 0 Warnhing

2 Successful

0 Informational

Wiew all jobs Wiew all alerts
View performance jobs

Figure 9-44 Tivoli Storage Productivity Center Dashboard

You can use IBM Tivoli Common Reporting to view predefined reports and create custom
reports from the web-based GUI. Predefined reports are also included, as shown in
Figure 9-45.

Bt
Reparting

Create a basic report

Design a report

Figure 9-45 Tivoli Storage Productivity Center web-based reporting
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Figure 9-46 shows how to select predefined Storage Tiering reporting.

Connection

= Public Folders My Folders

Public Folders

Name 2

Common Reporting

OooooO

B IBM Tivali Storage Productivity Center Resources

IBEM Tivali Storage Productivity Center Performance

=2
B 1eM Tivali Storage Productivity Center Historical Information
=2

= | B 1eM Tivali Storage Productivity Center Storage Tiering |

Figure 9-46 Tivoli Storage Productivity Center Storage tiering reporting

Figure 9-47 shows the different report options for Storage Tiering.

Public Folders = IBM Tivoli Storage Productivity Center Storage Tiering

Name 2

EF‘ MDisk Group Details Report

EF‘ MDisk Groups - Workload Activity Report

[G®» vDisk Details Report

EF‘ WDisk workload Activity Reports

OoooooooOo

[Gi® wvolume Migration Recormmendation Repart

EF‘ MDisk Group - WDisk Workload Activity Details Report

EF‘ Storage Resource Group - WDisk Wworkload Activity Details Report

Figure 9-47 Details reports

Figure 9-48 shows the output from VDisk Details report.

IBM" Tivoli®

VDisk Details Report
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Figure 9-48 VDisk Details report
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Figure 9-49 shows the Report Overview in pie-chart format.
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Figure 9-49 Reporting Overview

Figure 9-50 shows the Easy Tier usage for volumes. To open this report in Tivoli Storage
Productivity Center, click Storage Resources — Volumes.
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Figure 9-50 Volume Easy Tier usage
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Figure 9-51 shows a detailed list of storage pools.
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Figure 9-51 Pool Easy Tier information

Figure 9-52 shows Storage Virtualized Pool details in graph format.
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Figure 9-52 Pool details
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10

Copy services

In this chapter, we describe the copy services functions that are provided by the IBM Storwize
V5000 storage system, including FlashCopy and Remote Copy. Copy services functions are
useful for making data copies for backup, application test, recovery, and so on. The IBM
Storwize V5000 system makes it easy to apply these functions to your environment through
its intuitive GUI.

This chapter includes the following topics:

FlashCopy

Remote Copy

Troubleshooting Remote Copy

Managing Remote Copy by using the GUI

vyvyyy
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10.1 FlashCopy

By using the FlashCopy function of the IBM Storwize V5000 storage system, you can create a
point-in-time copy of one or more volumes. In this section, we describe the structure of
FlashCopy and provide details about its configuration and use.

You can use FlashCopy to solve critical and challenging business needs that require the
duplication of data on your source volume. Volumes can remain online and active while you
create consistent copies of the data sets. Because the copy is performed at the block level, it
operates below the host operating system and cache and, therefore, is not apparent to the
host.

Flushing: Because FlashCopy operates at the block level below the host operating system
and cache, those levels do need to be flushed for consistent FlashCopy copies.

While the FlashCopy operation is performed, I/O to the source volume is frozen briefly to
initialize the FlashCopy bitmap and then is allowed to resume. Although several FlashCopy
options require the data to be copied from the source to the target in the background (which
can take time to complete), the resulting data on the target volume copy appears to complete
immediately. This task is accomplished by using a bitmap (or bit array) that tracks changes to
the data after the FlashCopy is started, and an indirection layer, which allows data to be read
from the source volume transparently.

10.1.1 Business requirements for FlashCopy

450

When you are deciding whether FlashCopy addresses your needs, you must adopt a
combined business and technical view of the problems you must solve. Determine your needs
from a business perspective, and then determine whether FlashCopy fulfills the technical
needs of those business requirements.

With an immediately available copy of the data, FlashCopy can be used in the following
business scenarios:

» Rapidly creating consistent backups of dynamically changing data

FlashCopy can be used to create backups through periodic running; the FlashCopy target
volumes can be used to complete a rapid restore of individual files or the entire volume
through Reverse FlashCopy (by using the -restore option).

The target volumes that are created by FlashCopy can also be used for backup to tape. By
attaching them to another server and performing backups from there, it allows the
production server to continue largely unaffected. After the copy to tape completes, the
target volumes can be discarded or kept as a rapid restore copy of the data.

» Rapidly creating consistent copies of production data to facilitate data movement or
migration between hosts

FlashCopy can be used to facilitate the movement or migration of data between hosts
while it minimizes downtime for applications. FlashCopy allows application data to be
copied from source volumes to new target volumes while applications remain online. After
the volumes are fully copied and synchronized, the application can be stopped and then
immediately started on the new server that is accessing the new FlashCopy target
volumes. This mode of migration is faster than other migration methods that are available
through the IBM Storwize V5000 because the size and the speed of the migration is not as
limited.
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» Rapidly creating copies of production data sets for application development and testing

Under normal circumstances to perform application development and testing, data must
be restored from traditional backup media, such as, tape. Depending on the amount of
data and the technology in use, this process can easily take a day or more. With
FlashCopy, a copy can be created and be online for use in just a few minutes. The time
varies based on the application and the data set size.

» Rapidly creating copies of production data sets for auditing purposes and data mining

Auditing or data mining normally require the usage of the production applications. This
situation can cause high loads for databases track inventories or similar data. With
FlashCopy, you can create copies for your reporting and data mining activities. This
feature reduces the load on your production systems, which increases their performance.

» Rapidly creating copies of production data sets for quality assurance

Quality assurance is an interesting case for FlashCopy. Because traditional methods
involve so much time and labor, the refresh cycle is typically extended. This reduction in
time that is required allows much more frequent refreshes of the quality assurance
database.

10.1.2 FlashCopy functional overview

FlashCopy occurs between a source volume and a target volume. The source and target
volumes must be the same size. Multiple FlashCopy mappings (source-to-target
relationships) can be defined, and point-in-time consistency can be maintained across
multiple point-in-time mappings by using consistency groups. For more information about
FlashCopy consistency groups, see “FlashCopy consistency groups” on page 456.

The minimum granularity that IBM Storwize V5000 storage system supports for FlashCopy is
an entire volume; it is not possible to use FlashCopy to copy only part of a volume.
Additionally, the source and target volumes must belong to the same IBM Storwize V5000
storage system, but they do not have to be in the same storage pool.

Before you start a FlashCopy (regardless of the type and options that are specified), the IBM
Storwize V5000 must put the cache into write-through mode, which flushes the I/O that is
bound for the source volume. If you are scripting FlashCopy operations from the CLI, you
must run the prestartfcmap or prestartfcconsistgrp command. However, this step is
managed for you and carried out automatically by the GUI. This is not the same as flushing
the host cache, which is not required. After FlashCopy is started, an effective copy of a source
volume to a target volume is created. The content of the source volume is immediately
presented on the target volume and the original content of the target volume is lost. This
FlashCopy operation is also referred to as a time-zero copy (Tp).

Immediately following the FlashCopy operation, the source and target volumes are available
for use. The FlashCopy operation creates a bitmap that is referenced and maintained to direct
I/0 requests within the source and target relationship. This bitmap is updated to reflect the
active block locations as data is copied in the background from the source to target and
updates are made to the source.
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Figure 10-1 shows the redirection of the host I/O toward the source volume and the target

volume.
To > FlashCopy start command is issued.
The Copy is immediately available
T after the bitmaps (metadata) are built.
arget Read/write to copy is possible
write read
Blocks that are not yet written to the
target are read from the source,
To+t |:| Before a write to the source, data is
i Target = copied to the target,

- - When a background copy is complete,
= e the source and target are logically
independent and the FlashCopy
mapping can be deleted without
affecting the target.
Y

Figure 10-1 Redirection of host I/O

When data is copied between volumes, it is copied in units of address space known as
grains. Grains are units of data that are grouped to optimize the use of the bitmap that track
changes to the data between the source and target volume. You have the option of using

64 KB or 256 KB grain sizes (256 KB is the default). The FlashCopy bitmap contains 1 bit for
each grain and is used to track whether the source grain was copied to the target. The 64 KB
grain size uses bitmap space at a rate of four times the default 256 KB size.

The FlashCopy bitmap dictates the following read and write behaviors for the source and
target volumes:

» Read I/O request to source: Reads are performed from the source volume the same as for
non-FlashCopy volumes.

» Write I/O request to source: Writes to the source cause the grains of the source volume to
be copied to the target if they were not already and then the write is performed to the
source.

» Read I/O request to target: Reads are performed from the target if the grains already were
copied; otherwise, the read is performed from the source.

» Write I/O request to target: Writes to the target cause the grain to be copied from the
source to the target first, unless the entire grain is being written and then the write
completes to the target only.

FlashCopy mappings

A FlashCopy mapping defines the relationship between a source volume and a target volume.
FlashCopy mappings can be stand-alone mappings or a member of a consistency group, as
described in “FlashCopy consistency groups” on page 456.
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Incremental FlashCopy mappings

In an incremental FlashCopy, the initial mapping copies all of the data from the source volume
to the target volume. Subsequent FlashCopy mappings copy only data that was modified
since the initial FlashCopy mapping. This action reduces the amount of time that it takes to
re-create an independent FlashCopy image. You can define a FlashCopy mapping as
incremental only when you create the FlashCopy mapping.

Multiple target FlashCopy mappings

You can copy up to 256 target volumes from a single source volume. Each relationship
between a source and target volume is managed by a unique mapping such that a single
volume can be the source volume for up to 256 mappings.

Each of the mappings from a single source can be started and stopped independently. If
multiple mappings from the same source are active (in the copying or stopping states), a
dependency exists between these mappings.

If a single source volume has multiple target FlashCopy volumes, the write to the source
volume does not cause its data to be copied to all of the targets. Instead, it is copied to the
newest target volume only. The older targets refer to new targets first before they refer to the
source. A dependency relationship exists between a particular target and all newer targets
that share a source until all data is copied to this target and all older targets.

Cascaded FlashCopy mappings

The cascaded FlashCopy function allows a FlashCopy target volume to be the source volume
of another FlashCopy mapping. Up to 256 mappings can exist in a cascade. If cascaded
mappings and multiple target mappings are used, a tree of up to 256 mappings can be
created.

Cascaded mappings differ from multiple target FlashCopy mappings in depth. Cascaded
mappings have an association in the manner of A > B > C, while multiple target FlashCopy
has an association in the manner A > B1 and A > B2.

Background copy

The background copy rate is a property of a FlashCopy mapping that is defined as a value of
0 - 100. The background copy rate can be defined and dynamically changed for individual
FlashCopy mappings. A value of 0 disables background copy. This option is also called the
no-copy option, which provides pointer-based images for limited lifetime uses.

With FlashCopy background copy, the source volume data is copied to the corresponding
target volume in the FlashCopy mapping. If the background copy rate is set to 0 (which means
disable the FlashCopy background copy), only data that changed on the source volume is
copied to the target volume. The benefit of using a FlashCopy mapping with background copy
enabled is that the target volume becomes a real independent clone of the FlashCopy
mapping source volume after the copy is complete. When the background copy is disabled,
only the target volume is a valid copy of the source data while the FlashCopy mapping
remains in place. Copying only the changed data saves your storage capacity (assuming it is
thin provisioned and the -rsize option was correctly setup.)

The relationship of the background copy rate value to the amount of data that is copied per
second is shown in Table 10-1 on page 454.
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Table 10-1 Background copy rate

Value Data that is copied per | Grains per second Grains per second
second (256 KB grain) (64 KB grain)

1-10 128 KB 0.5 2

11-20 256 KB 1 4

21-30 512 KB 2 8

31-40 1 MB 4 16

41 - 50 2 MB 8 32

51 - 60 4 MB 16 64

61-70 8 MB 32 128

71-80 16 MB 64 256

81-90 32 MB 128 512

91 -100 64 MB 256 1024

Data copy rate: The data copy rate remains the same regardless of the FlashCopy grain
size. The difference is the number of grains that are copied per second. The gain size can
be 64 KB or 256 KB. The smaller size uses more bitmap space and thus limits the total
amount of FlashCopy space possible. However, it might be more efficient regarding the
amount of data that is moved, depending on your environment.

Cleaning rate

The cleaning rate provides a method for FlashCopy copies with dependant mappings
(multiple target or cascaded) to complete their background copies before their source goes
offline or is deleted after a stop is issued.

When you create or modify a FlashCopy mapping, you can specify a cleaning rate for the
FlashCopy mapping that is independent of the background copy rate. The cleaning rate is
also defined as a value of 0 - 100, which has the same relationship to data copied per second
as the backup copy rate (see Table 10-1).

The cleaning rate controls the rate at which the cleaning process operates. The purpose of
the cleaning process is to copy (or flush) data from FlashCopy source volumes upon which
there are dependent mappings. For cascaded and multiple target FlashCopy, the source
might be a target for another FlashCopy or a source for a chain (cascade) of FlashCopy
mappings. The cleaning process must complete before the FlashCopy mapping can go to the
stopped state. This feature and the distinction between stopping and stopped states was
added to prevent data access interruption for dependent mappings when their source is
issued a stop.

FlashCopy mapping states
A mapping is in one of the following states at any point:
» Idle or Copied

The source and target volumes act as independent volumes even if a mapping exists
between the two. Read and write caching is enabled for the source and the target
volumes.
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If the mapping is incremental and the background copy is complete, the mapping records
only the differences between the source and target volumes. The source and target
volumes go offline if the connection to both nodes in the IBM Storwize V5000 storage
system that the mapping is assigned to is lost.

Copying

The copy is in progress. Read and write caching is enabled on the source and the target
volumes.

Prepared

The mapping is ready to start. The target volume is online, but is not accessible. The
target volume cannot perform read or write caching. Read and write caching is failed by
the SCSI front end as a hardware error. If the mapping is incremental and a previous
mapping completed, the mapping records only the differences between the source and
target volumes. The source and target volumes go offline if the connection to both nodes
in the IBM Storwize V5000 storage system that the mapping is assigned to is lost.

Preparing

The target volume is online, but not accessible. The target volume cannot perform read or
write caching. Read and write caching is failed by the SCSI front end as a hardware error.
Any changed write data for the source volume is flushed from the cache. Any read or write
data for the target volume is discarded from the cache. If the mapping is incremental and a
previous mapping completed, the mapping records only the differences between the
source and target volumes. The source and target volumes go offline if the connection to
both nodes in the IBM Storwize V5000 storage system that the mapping is assigned to is
lost.

Stopped

The mapping is stopped because you issued a stop command or an I/O error occurred.
The target volume is offline and its data is lost. To access the target volume, you must
restart or delete the mapping. The source volume is accessible and the read and write
cache is enabled. If the mapping is incremental, the mapping is recording write operations
to the source volume. The source and target volumes go offline if the connection to both
nodes in the IBM Storwize V5000 storage system that the mapping is assigned to is lost.

Stopping

The mapping is copying data to another mapping. If the background copy process is
complete, the target volume is online while the stopping copy process completes. If the
background copy process did not complete, data is discarded from the target volume
cache. The target volume is offline while the stopping copy process runs. The source
volume is accessible for /0O operations.

Suspended

The mapping did start, but it did not complete. Access to the metadata is lost, which
causes the source and target volume to go offline. When access to the metadata is
restored, the mapping returns to the copying or stopping state and the source and target
volumes return online. The background copy process resumes.

Any data that was not flushed and was written to the source or target volume before the
suspension is in cache until the mapping leaves the suspended state.
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FlashCopy consistency groups

Consistency groups address the requirement to preserve point-in-time data consistency
across multiple volumes for applications that include related data that spans them. For these
volumes, consistency groups maintain the integrity of the FlashCopy by ensuring that
dependent writes are run in the application’s intended sequence. For more information about
dependent writes, see “Dependent writes” on page 456.

When consistency groups are used, the FlashCopy commands are issued to the FlashCopy
consistency group, which performs the operation on all FlashCopy mappings that are
contained within the consistency group.

Figure 10-2 shows a consistency group that consists of two FlashCopy mappings.
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\ _ =
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\
\ volume 25 FC_Mapping 2 volume 2T
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~
s
-~
— ~ -

Figure 10-2 FlashCopy consistency group

FlashCopy mapping management: After an individual FlashCopy mapping was added to
a consistency group, it can be managed only as part of the group. Operations such as,
start and stop are no longer allowed on the individual mapping.

Dependent writes
To show why it is crucial to use consistency groups when a data set spans multiple volumes,
consider the following typical sequence of writes for a database update transaction:

1. A write is run to update the database log, which indicates that a database update is about
to be performed.

2. A second write is run to complete the actual update to the database.

3. A third write is run to update the database log, which indicates that the database update
completed successfully.

The database ensures the correct ordering of these writes by waiting for each step to
complete before it starts the next step. However, if the database log (updates 1 and 3) and the
database (update 2) are on separate volumes, it is possible for the FlashCopy of the database
volume to occur before the FlashCopy of the database log. This situation can result in the
target volumes seeing writes (1) and (3) but not (2) because the FlashCopy of the database
volume occurred before the write was completed.
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In this case, if the database was restarted by using the backup that was made from the
FlashCopy target volumes, the database log indicates that the transaction completed
successfully when, in fact, it had not. This situation occurs because the FlashCopy of the
volume with the database file was started (bitmap was created) before the write completed to
the volume. Therefore, the transaction is lost and the integrity of the database is in question.

To overcome the issue of dependent writes across volumes and to create a consistent image
of the client data, it is necessary to perform a FlashCopy operation on multiple volumes as an
atomic operation by using consistency groups.

A FlashCopy consistency group can contain up to 512 FlashCopy mappings. The more
mappings that you have, the more time it takes to prepare the consistency group. FlashCopy
commands can then be issued to the FlashCopy consistency group and simultaneously for all
of the FlashCopy mappings that are defined in the consistency group. For example, when the
FlashCopy for the consistency group is started, all FlashCopy mappings in the consistency
group are started at the same time, which results in a point-in-time copy that is consistent
across all FlashCopy mappings that are contained in the consistency group.

A consistency group aggregates FlashCopy mappings, not volumes. Thus, where a source
volume has multiple FlashCopy mappings, they can be in the same or separate consistency
groups. If a particular volume is the source volume for multiple FlashCopy mappings, you
might want to create separate consistency groups to separate each mapping of the same
source volume. Regardless of whether the source volume with multiple target volumes is in
the same consistency group or in separate consistency groups, the resulting FlashCopy
produces multiple identical copies of the source data.

The consistency group can be specified when the mapping is created. You can also add the
FlashCopy mapping to a consistency group or change the consistency group of a FlashCopy
mapping later.

Important: Do not place stand-alone mappings into a consistency group because they
become controlled as part of that consistency group.

FlashCopy consistency group states
A FlashCopy consistency group is in one of the following states at any point:

» Idle or Copied

All FlashCopy Mappings in this consistency group are in the Idle or Copied state.
» Preparing

At least one FlashCopy mapping in this consistency group is in the Preparing state.
» Prepared

The consistency group is ready to start. While in this state, the target volumes of all
FlashCopy mappings in this consistency group are not accessible.

» Copying

At least one FlashCopy mapping in the consistency group is in the Copying state and no
FlashCopy mappings are in the Suspended state.

» Stopping

At least one FlashCopy mapping in the consistency group is in the Stopping state and no
FlashCopy mappings are in the Copying or Suspended state.
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» Stopped

The consistency group is stopped because you issued a command or an 1/O error
occurred.

» Suspended

At least one FlashCopy mapping in the consistency group is in the Suspended state.
» Empty

The consistency group does not have any FlashCopy mappings.

Reverse FlashCopy

Reverse FlashCopy enables FlashCopy targets to become restore points for the source
without breaking the FlashCopy relationship and without waiting for the original copy
operation to complete. It supports multiple targets and multiple rollback points.

A key advantage of Reverse FlashCopy is that it does not delete the original target, thus
allowing processes that use the target, such as, a tape backup, to continue uninterrupted.

You can also create an optional copy of the source volume that is made before the reverse
copy operation is started. This copy restores the original source data, which can be useful for
diagnostic purposes.

Figure 10-3 shows an example of the reverse FlashCopy scenario.
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Figure 10-3 Reverse FlashCopy scenario
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To restore from a FlashCopy backup by using the GUI, complete the following steps:

1. (Optional) Create a target volume (volume Z) and run FlashCopy on the production
volume (volume X) to copy data on to the new target for later problem analysis.

2. Create a FlashCopy map with the backup to be restored (volume Y) or (volume W) as the
source volume and volume X as the target volume.

3. Start the FlashCopy map (volume Y to volume X).
The -restore option: In the CLI, you must add the -restore option to the command

svctask startfcmap manually. For more information about using the CLI, see
Appendix A, “Command-line interface setup and SAN Boot” on page 609.

Regardless of whether the initial FlashCopy map (volume X to volume Y) is incremental, the
Reverse FlashCopy operation copies only the modified data.

Consistency groups are reversed by creating a set of new “reverse” FlashCopy maps and
adding them to a new “reverse” consistency group. Consistency groups cannot contain more
than one FlashCopy map with the same target volume.

10.1.3 Planning for FlashCopy

There are several items that must be considered before a FlashCopy is performed, which are
described in this section.

Guidelines for FlashCopy implementation
Consider the following guidelines for FlashCopy implementation:

» The source and target volumes must be on the same IBM Storwize V5000 storage
system.

» The source and target volumes do not need to be in the same storage pool.
» The FlashCopy source and target volumes can be thin-provisioned.

» The source and target volumes must be the same size. The size of the source and target
volumes cannot be altered (increased or decreased) while a FlashCopy mapping is
defined.

» FlashCopy operations perform in direct proportion to the performance of the source and
target disks. If you have a fast source disk and slow target disk, the performance of the
source disk is reduced because it must wait for the write operation to occur at the target
before it can write to the source.
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Maximum configurations for FlashCopy

Table 10-2 shows some of the FlashCopy maximum configurations. For more information
about the latest values, see the IBM Storwize V5000 Information Center at this website:

http://pic.dhe.ibm.com/infocenter/storwize/v5000_ic/index.jsp

Table 10-2 FlashCopy maximum configurations

FlashCopy property Maximum
FlashCopy targets per source 256
FlashCopy mappings per cluster 4,096
FlashCopy consistency groups per cluster 127
FlashCopy mappings per consistency group 512

FlashCopy presets

The IBM Storwize V5000 storage system provides three FlashCopy presets (Snapshot,
Clone, and Backup) to simplify the more common FlashCopy operations, as shown in

Table 10-3.

Table 10-3 FlashCopy presets

Preset

Purpose

Snapshot

Creates a point-in-time view of the production data. The snapshot is not intended
to be an independent copy. Instead, it is used to maintain a view of the production
data at the time the snapshot is created.

This preset automatically creates a thin-provisioned target volume with none of the
capacity that is allocated at the time of creation. The preset uses a FlashCopy
mapping with none of the background copy so that only data written to the source
or target is copied to the target volume.

Clone

Creates an exact replica of the volume, which can be changed without affecting the
original volume. After the copy operation completes, the mapping that was created
by the preset is automatically deleted.

This preset automatically creates a volume with the same properties as the source
volume and creates a FlashCopy mapping with a background copy rate of 50. The
FlashCopy mapping is configured to automatically delete when the FlashCopy
mapping reaches 100% completion.

Backup

Creates a point-in-time replica of the production data. After the copy completes, the
backup view can be refreshed from the production data, with minimal copying of
data from the production volume to the backup volume.

This preset automatically creates a volume with the same properties as the source
volume. The preset creates an incremental FlashCopy mapping with a background
copy rate of 50.

Presets: All of the presets can be adjusted by using the Advanced Settings expandable
section in the GUI.

Implementing the IBM Storwize V5000



http://pic.dhe.ibm.com/infocenter/storwize/v5000_ic/index.jsp


10.1.4 Managing FlashCopy by using the GUI

The IBM Storwize V5000 storage system provides a separate function icon to access copy
service management. The following windows are available for managing FlashCopy under the
Copy Services function icon:

» FlashCopy
» Consistency Groups
» FlashCopy Mappings

The Copy Services function icon is shown in Figure 10-4.

IBM Storwize V5000 7---:'__ ﬁéknnle,_superllser Legal | Logout | Help

mcr-atl-cluster-01 > Home > Overview ¥

| i= Suggested Tasks = |

P -

2 Fibre Channel Hosts
48 Internal

o i @ = 3 0 F

5 MDisks 4 Pools 11 volumes 1 SAS Host

| > il

1 External X
Storage System 3 1SCSI Hosts

Copy Services
——

[ Consistency Groups

FlashCopy Mappings

{ Remote Copy J

( Partnerships : the objects that need to be configured. To learn more about each object, click the icon in the
¢ | BL=arning modules include a tutorial of the steps that are required to complete the task. To

=r select the associated task from Suggested Tasks or use the icons in the left navigation.

Ve o & EhamE

b Visit the Information Center

Figure 10-4 Copy Services function icon

Most of the actions to manage the FlashCopy mapping can be done in the FlashCopy window
or the FlashCopy Mappings windows, although the quick path to create FlashCopy presets
can be found only in the FlashCopy window.

Click FlashCopy in the Copy Services function icon menu and the FlashCopy window opens,
as shown in Figure 10-5 on page 462. In the FlashCopy window, the FlashCopy mappings
are organized by volumes.
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Welcome, superuser

Legal

| Logout | Help

mcr-atl-cluster-01 > Copy Services > FlashCopy ¥

i= Actions ¥

FlashVolt

FlashVol2
FlashVol3
FlashVol4
volume_001
volume_002
volume_002_01
volume_003

volume_004

CeolmERad

Showing 9 velumes | Selecting 0 velumes

10.00 GB
10.00 GB
10.00 GB
10.00 GB
1.00 GB
1.00 GB
1.00 GB
1.00 GB
1.00 GB

Figure 10-5 FlashCopy window

Click FlashCopy Mappings in the Copy Services function icon menu and the FlashCopy
Mappings window opens, as shown in Figure 10-6. In the FlashCopy Mappings window, the

FlashCopy mappings are listed individually.

mcr-atl-cluster-01 > Copy Services > FlashCopy Mappings +

ﬁNew FlashCopy Mapping = Actions ¥ =

Flash Time

| Source Volume
fcmap3 @ Copying Flash\Wol3 Flash\ol3_01
fcmap1 @ Copying Flash\Wol1 Flash\fol1_01
fcmap0 @ Copying Flazsh\ol2 Flash\fol2_01

Conmshad

Jun 10, 2013 12:24:48 PM
Jun 10, 2013 12:19:38 PM
Jun 10, 2013 12:24:33 PM

Figure 10-6 FlashCopy Mappings window
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The Consistency Groups window is used to manage the consistency groups for FlashCopy
mappings. Click Consistency Groups in the Copy Services function icon menu and the
Consistency Groups window opens, as shown in Figure 10-7.

mcr-atl-cluster-01 > Copy Services > Consistency Groups ¥

[ +f3 New Consistency Group = Actions v L v
Mapping Name
o f_"af Notin a Group
femap0 @ copying FlashVol2 FlashVol2_01 EET ] Jun10,201312:24:33 P
* femapd @ copying FlashVol1 FlashVol1_01 Jun 10, 2013 12:19:38 P
fcmap3 @ Ccopying FlashV/ol3 FlashVol3_01 EES | 1un10,201312:24:48PM
L'! L= d__{i“‘.r‘{ﬂ FlashTestGroup Idle or Copied
@ fcmap2 Il FlashVols FlashVols_01
femapd Idle FlashViold FlashViol4_01
-

o

Figure 10-7 Consistency Groups window

Quick path to create FlashCopy presets
It is easy to create a FlashCopy by using the presets in the FlashCopy window.

Creating a snapshot

In the FlashCopy window, choose a volume and click New Snapshot from the Actions
drop-down menu, as shown in Figure 10-8. Alternatively, you can highlight your chosen
volume and right-click to access the Actions menu.

mcr-atl-cluster-01 > Copy Services > FlashCopy ¥

i= Actions ¥

HfS_JNEW Snapshot Progres Capacil oup 5|
& New Clone 10.00 GB
53 New Backup 10.00 GB
# aAdvanced FlashCopy... » 10.00G8
* a—q-ﬁ Show Related volumes TEs
L! 3 Delete 123 22
) @ Propert_ies_ 100G8
@ volume_003 1.00 GB
e volume_004 1.00 GB

&1

=
% ua

Figure 10-8 Create a snapshot by using the preset
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You now have a snapshot volume for the volume you selected.

Creating a clone

In the FlashCopy window, choose a volume and click New Clone from the Actions drop-down
menu, as shown in Figure 10-9. Alternatively, highlight your chosen volume and right-click to
access the Actions menu.

mcr-atl-cluster-01 > Copy Services > FlashCopy ¥

 FlashVol1 10.00 GB
Flash\ol1_01 10.00 GB

Flash 10.00 GB
fﬁ_] Mew Snapshot

Flash 10.00 GB

. @ New Clone
" Flash 10.00 GB
L_ @ Mew Backup
volurm 1.00 GB
) volur ;:7 Advanced FlashCopy... » 1.00GB
@ volurrﬁj'ﬁ Show Related Vvolumes 1.00 GB
7 volum 3§ Delete 1.00GB
l&i voluml 5 properties 1.00 GB

-~

Figure 10-9 Create a clone from the preset

You now have a clone volume for the volume you selected.

Creating a backup

In the FlashCopy window, choose a volume and click New Backup from the Actions
drop-down menu, as shown in Figure 10-10 on page 465. Alternatively, highlight your chosen
volume and right-click to access the Actions menu.
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mcr-atl-cluster-01 > Copy Services > FlashCopy ¥

i= Actions ¥

fﬁ_] New Snapshot
@ New Clone 10.00 GB
3 New Backup 10.00 GB
ﬁ Adwanced FlashCopy... » 10.00 GB
6'?'6 Show Related Volumes LTS
% . 10.00 GB
1.00 GB
@ Properliies 100 0GB
volume_002_01 1.00 GB
volume_003 1.00 GB
volume_004 1.00 GB

CeDRebad

Figure 10-10 Create a backup from the preset

You now have a backup volume for the volume you selected.

In the FlashCopy window and in the FlashCopy Mappings window, you can monitor the
progress of the running FlashCopy operations, as shown in Figure 10-11. The progress bars
for each target volume indicate the copy progress in percentage. The copy progress remains
0% for snapshots (there is no change until data is written to the target volume). The copy
progresses for clone and backup continues to increase until the copy process completes.

mcr-atl-cluster-01 > Copy Services > FlashCopy Mappings +

[ P New FlashCopy Mapping (= Actions v [E + v

= %

Mapping Name Status Source Volume Target Volume Progress Group Flash Time

femap3 @ Copying FlashVol3 FlashV/ol3_01 Jun 10, 2013 12:24:48 P
femapt @ copying FlashVol1 FlashViol1_01 Jun 10, 2013 12:19:38 PH
fcmap0 @ Ccopying FlashVol2 FlashVol2_01 Jun 10, 2013 12:24:33 PH

CeREchad

Figure 10-11 FlashCopy in progress that is viewed in the FlashCopy Mappings window
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The copy progress can be also found under the Running Tasks status indicator, as shown in

Figure 10-12.

Running Tasks

> .

1 Array Initialization

im 3 FlashCopy operations

Showing 3 FC mappings Selecting 0 FC mappings

im 1 Migration

> T ™1 =TT W—

w

Figure 10-12 Running Tasks bar: FlashCopy operations

This view is slightly different from the FlashCopy and FlashCopy Mappings windows, as

shown in Figure 10-13.

3F rations

| Name

Flazh%olZz — FlazhVolZ_01
Flazhviol2 — FlazhVol2_01
FlazhVioll — FlazhVoll_01

Q|

| Progress

ke

ke

[0%

Figure 10-13 FlashCopy operations that are shown through Running Tasks
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After the copy processes complete, you find the FlashCopy mapping with the clone preset
(F1ashVo12 in our example) was deleted automatically, as shown in Figure 10-14. There are
now two identical volumes that are independent of each other.

mcr-atl-cluster-01 > Copy Services > FlashCopy *

[ := Actions ¥

controllerd_0000000000000000 50.00 GB
controller_0000000000000002 1.00 GB
) FlashVolt 10.00 GB
* FlashVol1_01 @ copying Jun 10, 2013 12:19:38 PM
) FlashVol1_01 10.00 GB
L.E FlashVol2 10.00 GB
: FlashVol2_01 10.00 GB
@ ) Flashvol3 10.00 GB
— FlashV/ol3_01 Copied [ 100% | Jun 10, 2013 12:24:48 PM
..F_jj FlaghVol3_01 10.00 GB
) FlashVol4 10.00 GB
:,dj Flashvol4_01 10.00 GB
= FlashVols 10.00 GB
l , ) FlashVol6 20.00 GB
Flash\ol7 ldle
%ﬁ" FlashVol7? 20.00 GB
e volume_001 1.00 GB
W volume_002 1.00GB
volume_002_01 1.00 GB
volume_003 1.00 GB
volume_004 1.00 GB

Figure 10-14 FlashCopy progresses complete

10.1.5 Managing FlashCopy mappings

The FlashCopy presets cover the most frequently used FlashCopy configurations for general
situations. However, customized FlashCopy mappings are still necessary in some
complicated scenarios.

Creating FlashCopy mappings

You can create FlashCopy mappings through the FlashCopy window. Select the volume that
you want to be the source volume for the FlashCopy mapping and click Advanced
FlashCopy... from the Actions drop-down menu, as shown in Figure 10-15 on page 468.
Alternatively, select the volume and right-click.

Chapter 10. Copy services 467



mcr-atl-cluster-01 > Copy Services > FlashCopy *

[ i= Actions ¥

Volume Name atus Progress ipaci ash Time
controller_0000000000000000 50.00 GB
=) Flashvolt 10.00 GB
FlashVol1_01 @ copying Jun 10,2013 12:18:38 PM
“ FlaghVol1_01 10.00 GB
N =) FlashVol2 10.00 GB
L.‘! FlashVol2_01 @ copying EE Jun 10, 2013 12:24:33 PM
FlashVol2_01 10.00 GB
@ ') FlashVol3 10.00 GB
. FlashVol3_01 @ copying EE Jun 10, 2013 12:24:48 PM
L&l FlashVol3_01 10.00 GB
FlaghVol4 10.00 GB
@]New Snapshot
} FlashVol5 10.00 GB
= @ New Clone
volume_001 1.00 GB
53 New Backup
. volume_002 1 00 GR
volume 002 04 {’7 Advanced FlashCopy... ¥ ﬁ Create New Target Volumes
& volume_003 5% Show Related Volumes W3 Use Existing Targst Volumes
. volume_004 3 Delete 1.00 GB
ﬁ IE Properties

Figure 10-15 Create advanced FlashCopy

You can Create New Target Volumes as part of the mapping process or Use Existing Target
Volumes. We describe creating volumes next. To use existing volumes, see “Using existing
target volumes” on page 474.

Creating target volumes
Complete the following steps to create target volumes:
Click Create new target volumes if you have not yet created the target volume.

2. The wizard guides you to choose a preset, as shown in Figure 10-16. Choose one preset
that has the most similar configuration to the one that is required and click Advanced
Settings to make any appropriate adjustments to the advanced settings.

News FlashCopy Mapping Step ! of 4
Select a Preset
K‘a ﬂ §\,~ ! H L_:
Snaopsho? Clone Backup
» Advanced Settings |
{
Mext = | Cancel |

Figure 10-16 Choose a preset most similar to your requirement
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The following default advanced settings for the snapshot preset are shown in
Figure 10-17:

Background Copy: 0
Incremental: No

Auto Delete after completion: No
Cleaning Rate: 0

Mew FlashConw Manninn Step I of 4

Snapshot: Create a copy-on-write point-in-time copy. i

Seiect a Preset
i J'"-'.c“;-__i

Srapshot Clone Backup

= Advanced Settings

Background Copy Rate: Mo Background Copy
Showear (0] Fastar (100)
Incremental

Delete mapping after completion
Cleaning Rate:

Slovear (0] Fastar (100)

. Mext = | | Cancel |

Figure 10-17 Default setting for the snapshot preset
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The following Advanced Settings for the Clone Preset are shown in Figure 10-18:

— Background Copy: 50

— Incremental: No

— Auto Delete after completion: Yes
— Cleaning Rate: 50

Clone: Creates an exact replica of the source volurne

Newt FlashCopy Ma ., 5 target volume. The copy can be changed without Step I of 4
impacting the original wolume.
Select a Preset y
Snapshot C.i'one Baclkup
w Advanced Settings
Background Copy Rate:
Slowar [0) Fastar (100)
Incremental
4 Delete mapping after completion
Cleaning Rate:
Slowar (0) Fastay (100)
Mext > | | cancel |

Figure 10-18 Default settings for the clone preset
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Figure 10-19 shows the following Advanced Settings for the Backup preset:

Background Copy: 50
Incremental: Yes

Cleaning Rate: 50

Auto Delete after completion: No

Mew FlashCopy Mapping

select a Preset

Enapshot Clone

w Advanced Settings

Background Copy Rate:
Showar (0]

. Incremental

Cleaning Rate:

Showar (0]

Backup: Creates a FlashCopy rnapping that can be

| used to recover data or objects if the system

experiences data loss, These baclkups can be copied

| rultiple tirmes from source and target volurnes,

(T

!
E
E

-

e
Select a Preset |

Fastar (100)

Delete mapping after completion

Fastar (100)

Next = Cancel

Figure 10-19 Default settings for the backup preset

Change the settings of the FlashCopy mapping according to your requirements and click

Next.

In the next step, you can add your FlashCopy mapping to a consistency group, as shown

in Figure 10-20. If the consistency group is not ready, the FlashCopy mapping can be

added to the consistency group afterward. Click Next to continue.

MNewe FlashCopy Mapping

consistency group?

Do you want to add the FlashCopy mappings to a

Mo, do not add the mappings to a consistency group,
Yes, add the mappings to a consistency group,

< Back

Step 2 of 4

Next @ Cancel

Figure 10-20 Add FlashCopy mapping to a consistency group
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5. You can choose from which storage pool you want to create your target volume. As shown
in Figure 10-21, you can select the same storage pool that is used by the source volume
or a different pool. Click Next to continue.

MNew: FlashCopy Mapping Step 3 of 4

Select the storage pool that is used to automatically create new targets:

Use the same storage pool that is used hy the source volume.
Use the following storage pool:

< Back Mext :{b Zancel

Figure 10-21 Using the same storage pool with the source volume

6. You can define how the new target volumes manage capacity. The Create a generic
volume option is your default choice if you selected Clone or Backup as your basic preset.
If you select a thin-provisioned volume, more options are available, as shown in
Figure 10-22.

Newe FlashCopy Mapping Step 4 of 4

How do you want the volumes to manage capacity?

5

Use Thin Provisioning

Real Capacity
] % of Yirtual Capacity

.4 Automatically Expand

Warning Threshold

Create a generic volume

Inherit properties from source volume

< Back Finish Zancel

Figure 10-22 Creating a thin provisioned target volume
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7. Click Finish when you make your decision and the mappings and volume are created, as
shown in Figure 10-23.

Create FlashCopy Mappings

The tazk completed.

[ 100%

» Detailz

The tzsk i= 50% complete.

Creating FlashCopy mapping between FlashVold4 and FlashVold4 01

LS T R N
(ST R ¥

Running command:
gvctask mkfcmap -cleanrate 0 -copyrate 0 -scurce FlashVeold -target
FlashVold 01

The FlashCopy mepping (1) between FlashVol4 and FlashWVol4d 01 was 2:27 FM
successfully crested.

The task is 100% complete.

Synchronizing memory cache.

[ ST TR 8]
[ ST F I 8]

The tzsk completed.

| Close | Cancel

Figure 10-23 Advanced FlashCopy create task complete

8. Close the window to see the FlashCopy mapping that is created on your volume with a
new target, as shown in Figure 10-24. The status of the newly created FlashCopy
mapping is Idle; it can be started, as described in “Starting a FlashCopy mapping” on
page 477.

mcr-atl-cluster-01 > Copy Services > FlashCopy *

[ i= Actions ¥

Volume Name Status Progress Capacity Group Hash Time
controllerl_0000000000000000 50.00 GB
controller)_0000000000000002 1.00 GB

' FlashVol1 10.00 GB

* FlashVol1_01 10.00 GB
. Flash\ol2 10.00 GB
L—! FlashVol2_01 10.00 GB
. &) Flash\ol3 10.00 GB
@ FlashVol3_01 10.00 GB
r e =) FlashVold 10.00 GB
Lﬁi FlashVold_01 idle
FlashVold_01 10.00 GB
H!j Flash\ols 10.00 GB
- volume_001 1.00G8
l ’ volume_002 1.00 GB
volume_002_01 1.00 GB
&‘. volume_003 1.00 GB
@ volume_004 1.00 GB

Figure 10-24 New FlashCopy mapping is created with a new target

Chapter 10. Copy services 473



Using existing target volumes
Complete the following steps to use existing target volumes:

1. If you already have candidate target volumes, select Use Existing Target Volumes in the
Advanced FlashCopy menu, as shown in Figure 10-25.

mehad

Ce

mcr-atl-cluster-01 > Copy Services > FlashCopy *

[ i= Actions ¥

controllerl_0000000000000000 50.00 GB
controller]_0000000000000002 1.00 GB
' FlashVol1 10.00 GB
FlashWol1_1 10.00 GB
Flash\Wol2 10.00 GB
Flash\ol2_01 10.00 GB
' Flash\ol3 10.00 GB
FlashVol3_1 10.00 GB
' FlashVol4 10.00 GB
FlashVol4_01 10.00 GB
Flash\ol5 10.00 GB
Flash\ol6 20.00 GB
fﬁ_JNew Snapshot
Flash\ol7 @N cl 20.00 GB
ew Clone
volume_001 1.00 GB
@New Backup
volume_0102 100 R
volume_002_01 ﬁ Advanced FlashCopy... ¥ ?3 Create New Target Volumes
volume_003 55 Show Related volumes |13 Use Existing Target Volumes
volume_004 3 Delete 1.00 GB
@ Properties

Figure 10-25 Create FlashCopy mapping by using existing target volume
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2. You must choose the target volume for the source volume that you selected. Select the
target volume from the drop-down menu in the right pane of the window and click Add, as
shown in Figure 10-26.

New FlashCopy Mapping X

Select the source and target volumes for the FlashCopy mapping.

Source Volume Target Volume
Flazhvole —_ Flazhwol7] | |
Capacity: 20.00 GB | Add |

o s

Mext = | Cancel |

Figure 10-26 Select the target volume

3. After you click Add, the FlashCopy mapping is listed, as shown in Figure 10-27 on
page 475. Click the red X if the FlashCopy mapping is not the one you want to create. If
the FlashCopy mapping is what you want, click Next to continue.
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New FlashCopy Mapping X

Select the source and target volumes for the FlashCopy mapping.

Source Volume Target Volume

[ -] | —

Add

Flashvolé 2 Flashvol? b 4

e

Next > | | Cancel |

Figure 10-27 Add FlashCopy mapping

4. Select the preset and (if necessary) adjust the settings by using the Advanced Settings
section as shown in Figure 10-28. (For more information about the advanced setting, see
“Creating target volumes” on page 468.) Confirm that the settings meet your requirements

and then click Next.

MNew FlashCopy Mapping

Select a Preset

s

i g4 3

Snapshot Clone Backup

» Advanced Settings

Background Copy Rate: Mo Background Copy

Il

= P
= ]

Incremental

Delete mapping after completion

Cleaning Rate: 0

=

— L [ — T
SHOWer [ L) rasrer (1

o

| < Back | | Next = | | Cancel |

Figure 10-28 Select a preset and make your adjustments
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5. You can now add the FlashCopy mapping to a consistency group (if necessary), as shown
in Figure 10-29. Selecting Yes shows a drop-down menu from which you can select a

consistency group. Click Finish and the FlashCopy mapping is created with the status of
Idle, as shown in Figure 10-24 on page 473.

Do yvou want to add the FlashCopy mappings to a
consistency group?

() Mo, do not add the mappings to a consistency group.
@ Yes, add the mappings to a consistency group.

| FlashTestGroup E

R

Figure 10-29 Select a consistency group to add the FlashCopy mapping

Creating new FlashCopy mappings

You can also create FlashCopy mappings in the FlashCopy Mappings window by clicking
New FlashCopy Mapping at the upper left, as shown in Figure 10-30.

Select the source and target volumes for the FlashCopy mapping.

Source Volume Target Volume

|V|

Figure 10-30 Create a FlashCopy mapping in the FlashCopy Mappings window

A wizard guides you through the process to create a FlashCopy mapping. The steps are the
same as creating an Advanced FlashCopy mapping by using Existing Target Volumes, as
described in “Using existing target volumes” on page 474.
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Starting a FlashCopy mapping

Most of the FlashCopy mapping actions can be performed in the FlashCopy window or the
FlashCopy Mapping window. For the actions that are available in both windows, we show in
the following sections the steps in the FlashCopy window, although the steps are the same if

you were to use the FlashCopy Mapping window.

You can start the mapping by selecting the FlashCopy target volume in the FlashCopy
window and selecting the Start option from the Actions drop-down menu (as shown in

Figure 10-31) or by selecting the volume and right-clicking. The status of the FlashCopy
mapping changes from Idle to Copying.

mcr-atl-cluster-01 > Copy Services > FlashCopy *

[ Actions ¥

J FlashVolt
FlashVol1_01
FlashVol2
FlashVol2_01

/ FlashVWol3
FlashVol3_01

/' FlashViol4

FlashVold_01
FlashVol4_01
FlashVol5s

J FlashVolg

Flash\WolI7
FlashVol?
volume_001

volume_002

CoRmeGas

volume_002_01

volume_003

volume_004

controllerd_0000000000000000
controllerd_0000000000000002

[ e

&+ Move to Consistency Group

b Start

{7 Rename Target Volume
3 Delete Mapping
&% show Related volumes

=] Edit Properties

50.00 GB
1.00 GB
10.00 GB
10.00 GB
10.00 GB
10.00 GB
10.00 GB
10.00 GB
10.00 GB

10.00 GB
10.00 GB
20.00GB

20.00 GB
1.00 GB
1.00 GB
1.00 GB
1.00 GB
1.00 GB

Figure 10-31 Start FlashCopy mapping

Stopping a FlashCopy mapping
The FlashCopy mapping can be stopped by selecting the FlashCopy target volume in the

FlashCopy window and clicking the Stop option from the Actions drop-down menu, as shown
in Figure 10-32 on page 478. After the stopping process completes, the status of the

FlashCopy mapping is changed to Stopped.
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mcr-atl-cluster-01 > Copy Services > FlashCopy *

[ i= Actions ¥ S

controllerd_0000000000000000 50.00 GB
controllerd_0000000000000002 1.00 GB
) Flashvol1 10.00 GB
“ Flash\ol1_01 10.00 GB
. Flash\ol2 10.00 G
LA! Flash\ol2_01 10.00 GB
) FlashVol3 10.00 GB
@ Flash\/ol3_04 10.00 G
e =) FlashVol4 10.00 G
L&i FlashVold_01 A Convinn I e——— Jun 10, 2013 3:25:23 PN
Flash\ol4_01 AT (St Lroup 10.00 G8
ﬁ Flash\ol5 10.00 G
= =) FlashVol§ Start 20.00 GB
l , FlashVol7 @ stop . Jun 10, 2013 3:25:33 P
) Flash\ol? 17 Rename Target Velume 20.00GB
&\ volume_001 X Delete Mapping 1.00 GB
@ velume_002 ﬁiti Show Related volumes 1o0es
volume_002_01 1.00 GB
volume_003 @ Edit Properties 1.00 GB
volume_004 1.00 GB

Figure 10-32 Stopping a FlashCopy mapping

Renaming the target volume

If the FlashCopy target volumes were created automatically by IBM Storwize V5000 storage
system, the name of the target volume is the source volume name plus a suffix that includes
numbers. The name of the target volumes can be changed to be more meaningful in your
environment.

To change the name of the target volume, select the FlashCopy target volume in the
FlashCopy window and click the Rename Target Volume option from the Actions drop-down
menu (as shown in Figure 10-33) or right-click the selected volume.

mcr-atl-cluster-01 > Copy Services > FlashCopy ~

[ i= Actions ¥ L
Vol eN e Progres DAC] oLp 5l
controllerd_0000000000000000 50.00 GB
controllerl_0000000000000002 1.00 GB
' FlaghVol1 10.00 GB
“ FlashVol1_01 10.00 GB
. FlashVol2 10.00 GB
L! FlashVol2_01 10.00 GB
' FlashVol3 10.00 GB
@ FlashVol3_01 10.00 GB
iy ) Flashvola 10.00 GB
“&Li Flash\ol4_01 @ copying Jun 10, 2013 3:25:23 PU
FlashVol4_01 I:I ~ 0 GB
;ﬁ FlashVols e SISLENEY BPUP by gg
=z ) FlashVols San 0eB
' ’ FlashViol7 /1 Stopped @ Stop
A FlashVol? 17 Rename Target Volume 0GB
&'\ volume_001 3 Delete Mapping 0GB
oy TETIE 5% Show Related volumes vl
‘# volume_002_01 E Edit Broperties 0GB
volume_003 T GB
volume_004 1.00 GB

Figure 10-33 Rename a target volume
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Enter your new name for the target volume, as shown in Figure 10-34. Click Rename to

finish.

2

FlashWol3_01
FlashVol4
Flash\ol4_01
FlashVold_01
FlashVols
FlashVolG
Flash\olT

Rename Volume

| Reset |

*New Name

Flashvol4_01

Flashwvold_03

||¥| Rename | | Cancel |

/!\SL

oposd

Jun 10, ;

Figure 10-34 Rename a target volume

Renaming a FlashCopy mapping

The FlashCopy mappings are created with names that begin with fcmap. The name of
FlashCopy mappings can be changed to be more meaningful to you.

To change the name of a FlashCopy mapping, select the FlashCopy mapping in the
FlashCopy Mappings window and click Rename Mapping in the Actions drop-down menu, as
shown in Figure 10-35.

all
k4

mcr-atl-cluster-01 > Copy Services > FlashCopy Mappings ~

[ ﬁNew FlashCopy Mapping i= Actions ¥ [E ¥

fcmap3
fcmap2
femap1

fcmapl

Copied FlashVol3

i W i Pl tetieta

Remove from C

Start
@ Stop
17 Rename Mapping
3 Delete Mapping
E%show Related Volumes

[=] Edit Properties

Flash\ol3_01
FlashVol4_01
Flash\ol1_01
Flash\fol7

Jun 10, 2013 12:24:48 PM
Jun 10, 2013 3:25:23 PM
Jun 10, 2013 12:18:38 PM

Figure 10-35 Rename a FlashCopy mapping
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You must enter the new name for the FlashCopy mapping, as shown in Figure 10-36. Click
Rename to finish.

*New Name

fomap2 | flazhtestmap

T Rensme | Cancel

Figure 10-36 Enter a new name for the FlashCopy mapping

Deleting a FlashCopy mapping

The FlashCopy mapping can be deleted by selecting the FlashCopy target volume in the
FlashCopy window and clicking Delete Mapping in the Actions drop-down menu (as shown in
Figure 10-37) or by right-clicking the selected volume.

mcr-atl-cluster-01 > Copy Services > FlashCopy ~

i= Actions ¥ @ [ Fitter
Volume Hame Status Progress Capacity Flash Time
controller0_0000000000000000 50.00 GB
controller(_0000000000000002 1.00 GB
) FlashVoll 10.00 GB
“ FlashVol1_01 10.00 GB
FlashVol2 10,00 GB
[-'j! FlashVol2_01 10.00 GB
&) Flashvol3 10.00 GB
‘ FlashVol3_1 10.00 GB
i ) FlashVol4 10.00 GB
@ FlashVol4_01 @ copying Jun 10, 2013 3:25:23 FM
FlashVold_01 10.00 GB
m FlashVWol5s 10.00 GB
) FlashVols 20.00 GB
H R ®+ Move to Consistency Group ,_I
5 FlashVol? ##iiy Remove from Consistency Group 20.00GB
& volume_001 ’ — 1.00 GB
volume_002 1.00 GB
ﬁ volume_002_01 0 = 1.00 GB
volume_003 17 Rename Target Veolume 1o0eE
volume_004 # Delete Mapping 1.00 GB
ﬁjﬁ Show Related velumes
Edit Properties

Figure 10-37 Select Delete Mapping

FlashCopy Mapping state: If the FlashCopy mapping is in the Copying state, it must be
stopped before it is deleted.
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You must confirm your action to delete FlashCopy mappings in the window that opens, as

shown in Figure 10-38. Verify the number of FlashCopy mappings that you must delete. If you
want to delete the FlashCopy mappings while the data on the target volume is inconsistent
with the source volume, select the option to do so. Click Delete and your FlashCopy mapping

is removed.

Delete FlashCopy Mapping X

You =elected 1 FlashCopy mapping to delete. Verify the FlashCopy
mapping to delete:

femapld (FlashWVole —-* FlashWVol7)

Verify the number of FlashCopy mappings that vou are deleting:
1
| Delete the FlazshCopy mapping even when the data on the target

volume is inconsistent, or if the target volume has other
dependencies,

bﬁ Crelets Cancel

Figure 10-38 Confirm the deletion of FlashCopy mappings

Deleting FlashCopy mapping: Deleting the FlashCopy mapping does not delete the
target volume. If you must reclaim the storage space that is occupied by the target volum
you must delete the target volume manually.

Chapter 10. Copy services

€,

481




Showing related volumes

You can show the FlashCopy mapping dependencies by selecting a target or source volume
in the FlashCopy window and clicking Show Related Volumes in the Actions drop-down
menu (as shown in Figure 10-39) or right-clicking the selected volume.

mcr-atl-cluster-01 > Copy Services > FlashCopy ¥

[ i= Actions ¥

[Wolume Hame Al Progress pac roup ash Time
controller0_0000000000000000 50.00 GB
controller)_0000000000000002 1.00 GB

' Flash\foll 10.00 GB

“ FlashVol1_01 10.00 GB
B FlashVol2 10.00 GB
L-A! FlashVWol2_01 10.00 GB
' Flash\Wol3 10.00 GB
@ Flash\Vol3_01 10.00 GB
o ) FlashVold 10.00 GB
Lé_l FlashVol4_01 @]NEW Snapshot 10.00 GB
ashVold_| X
@New Clone
Flash\ol5 10.00 GB
New Baclk
m @ FlashVols 7@ New Backup 20.00 GB
- FlashVal? & Advanced FlashCopy... » 20.00 @3
' ’ volume_001 E%Show Related Volumes 1.00 GB
& volume_002 $€ Delete 1.00 GB
A d
s 1.00 GB
volume_002_01 El Properties
- volume_003 1.00 GB
ke
\#' volume_004 1.00GB

Figure 10-39 Show Related Volumes menu

The FlashCopy mapping dependency tree opens, as shown in Figure 10-40.

Related Volumes 4

Targets:

- Lt} Flashwicl4

-:'.fid Flashvold 01

|_ Close |

Figure 10-40 FlashCopy mapping dependency
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Clicking either volume shows the properties of the volume, as shown in Figure 10-41.

Volume Details: Flashvol4_01

-4
Overview | Host Maps | | Member MDisks
Volume Name Flash\old_01 Copy O
Volume ID 15 |
- Pool: V5000_Pool_1
Status [ online ool
Copy Status: Online
Capacity 10.00 GB Capacity:
# of FlashCopy Mappings 1 Total: 10.00 GB
Volume UID 600507630080009EB0000000000000864
[ Edit |
| [} show Details | | Close |
Figure 10-41 Target FlashCopy Volume details
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Editing properties

The background copy rate and cleaning rate can be changed after the FlashCopy mapping is
created. Select the FlashCopy target mapping in the FlashCopy window and click Edit
Properties in the Actions drop-down menu (as shown in Figure 10-42) or right-click.

mcr-atl-cluster-01 > Copy Services > FlashCopy ¥

[ i= Actions ¥ ¥
Volume Name S Progress paci roup lasn lhime
controller_0000000000000000 50.00 GB
controllerl_0000000000000002 1.00 GB
) FlashVol1 10.00 GB
* FlashVol1_01 10.00 GB
) FlashVol2 10.00 GB
L! FlashVol2_01 10.00 GB
=) FlashVol3 10.00 GB
@ Flashvols o =~ stistenc-,» Group  100% | Jun 10, 2013 12:24:48 P
—_ FlashVol3_01 . i ) B 10.00 GB
i Remove from Consistency Group
"‘&3.! ) FlashVol4 10.00 GB
FlashVold_01 b start 10.00 GB
-;!E FlashVol5 < Stee 10.00 GB
- ) FlashVols 17 Rename Target Volume 20.00 GB
' ’ FlashVol7 3 Delete Mapping 20.00 GB
volume_001 ﬁj'ﬁ Show Related volumes 1.00 G
&" volume_002 a Edit Properties 1.00 GB
r,-\. T volume_002_01 1.00 GB
'#" volume_003 1.00 GB
volume_004 1.00 GB

Figure 10-42 Edit Properties menu

You can then modify the value of the background copy rate and cleaning rate by moving the
pointers on the bars, as shown in Figure 10-43. Click Save to save changes.

Edit FlashCopy Mapping

Background Copy Rate:

—1
| | | |

Slowar (0] Faskay (100

Cleaning Rate:

Slowar () Faskayr (100)

| Save | | Zancel |

Figure 10-43 Change the copy rate
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Restoring from a FlashCopy

Complete the following steps to manipulate FlashCopy target volumes to restore a source
volume to a previous known state:

1. ldentify the FlashCopy relationship that you want to restore. In our example, we want to
restore FlashVo11, as shown in Figure 10-44.

mcr-atl-cluster-01 > Copy Services > FlashCopy ~

[ iS Actions ¥

controller0d_0000000000000002
DS3400_0000000000000002
= FlashVol1
FlashVol1_01
FlashVol1_01
Flash\ol2
FlashVol2_01
Flash\Wol2_02
FlashWol3
FlashVol3_01
=  FlashVol4
FlashVol4_01
FlashVol4_01
' FlashVol5s
' FlashVWol5_01
=  FlashVol6
FlashVol?
=/ FlashVol?
FlashVol6

CoemEshad

&) Source FC
Target_FC
Source_FC_01
Source_FC_02

@ Ccopying

@ Copying

1Ls Stopped
Copied
Copied

Copied
idie

Showing 23 velumes | Selecting 0 volumes

1.00 GB
1.00 GB
10.00 GB

10.00 GB
10.00 GB
10.00 GB
10.00 GB
10.00 GB
10.00 GB
10.00 GB

10.00 GB

10.00 GB

10.00 GB

20.00 GB

20.00 GB

1.00 GB

FlaghTeztGroup

Jun 12, 2013 1:19:18 PM
Jun 12, 2013 10:55:34 AN
Jun 12, 2013 1:23:28 PM
Jun 12, 2013 12:33:32 PM
Jun 12, 2013 12:49:22 PM
[

Figure 10-44 Starting FlashCopy restore
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2. Create a mapping by using the target volume of the mapping to be restored. In our
example, itis FlashVo11l 01, as shown in Figure 10-45. Select Advanced FlashCopy —
Use Existing Target Volumes.

mcr-atl-cluster-01 > Copy Services > FlashCopy ¥

[ i= Actions ¥ %
\olume Name atus Progress paC roup a me
controller0_0000000000000002 1.00 GB =
D53400_0000000000000002 1.00 GB
‘=) FlashVol1 10.00 GB
FlashVol1_01 @ copying FlashTesiGroup Jun 12, 2013 1:19:18 PM
L‘ FlashViol1_01 18 New Snapshot 10.00 GB
Flash\iol2 & New i 10.00 GB
= one
Flash\ol2_01 & . 10.00 GB
New Backup
@ Flash\iol2_02 10.00 GB
. FlashVol3 # pdvanced FlashCopy... ¥ | ¥3 Create New Target Volumes 10.00 GB
A&l FlashVol3_01 ﬁ_?_ﬁ Show Related Volumes |3 Use Existing Target Volumes 10.00 GB
ﬁ ) FlashVold | 3€ Delete 10.00 GB
e FlashVoll | properties T | Jun 12, 2013 10:55:34 Al
Flash\fol4_01 10.00 GB
" ) FlashVols 10.00 GB
&) FlashVol5_01 10.00 GB
A s
: =) FlashVols 20.00 GB
W =) FlashVol7 20.00 GB

Figure 10-45 Create reverse mapping

3. The Source Volume is preselected with the target volume that was selected in the previous
step. Select the Target Volume from the drop-down menu (you select the source volume
that you want to restore). In our example, we select FlashVol1, as shown in Figure 10-46.

Mew FlashCopy Mapping X

Select the source and target volumes for the FlashCopy mapping.

Source Volume Target Volume
Flashwioll_01 —_ |Flas ol | |
Capacity: 10.00 GB | Add |

e

Mext = | Cancel |

Figure 10-46 Select target volume
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4. Click Add. A warning message appears, as shown in Figure 10-47. Click Close. This
message is shown because we are using a source as a target.

The selected target volume is already designated as a source
in another mapping relationship. Starting this mapping will
impact the other mappings if they are currently active.

Figure 10-47 Flash restore warning

5. Click Next and you see a snapshot preset choice, as shown in Figure 10-48.

i 3-4 =3

Snapshot Clone Backup

» Advanced Settings

R B e 7

(<o) roo- (G

Figure 10-48 Choose snapshot preset

Select Snapshot and click Next
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6. In the next window, you are asked if the new mapping is to be part of a consistency group,
as shown in Figure 10-49. In our example, the new mapping is not part of a consistency
group, so we click No and then Finish to create the mapping.

New FlashCopy Mapping

f]
L

Do you want to add the FlashCopy mappings to a
consistency group?

Mo, do not add the mappings to a consistency group.

Yes, add the mappings to a consistency group.

P P,

| < Back | | Finish |

| Cancel |

Figure 10-49 Add new mapping to consistency group

7. The new reverse mapping is now created and shown in the Idle state, as shown in

Figure 1

0-50.

&
&

mcr-atl-cluster-01 > Copy Services > FlashCopy *

controllert_0000000000000002
DS3400_0000000000000002
=/ FlashViolt
FlashVol1_01 @ Copying
=) FlashVol1_01
FlashVol1 idle

FlashViol2

FlashVol2_01

0

1.00 GB
1.00 GB
10.00 GB

10.00 GB

10.00 GB
10.00 GB

FlazhTestGroup Jun 12, 2013 1:18:18 PM

Figure 10-50 New reverse mapping

Implementing the IBM Storwize V5000




8. To restore the original source volume FlashVol1l with the snapshot we took
(F1ashVoll_01), we select the new mapping and right-click to open the Actions menu, as
shown in Figure 10-51.

mcr-atl-cluster-01 > Copy Services > FlashCopy +

[ iS Actions ¥

Volume Name Status Progress Capacity Group
controllerd_0000000000000002 1.00 GB
DS3400_0000000000000002 1.00 GB

=) FlashVol1 10.00 GB

FlashVWol1_01 e Copying FlazhTestGroup
L;.! =) FlashVol1_01 10.00 GB
Flashiolt %+ Move to Consistency Group —I
Flash\ol2 . . ~ _ 10.00 GB
Remove from Consistency Group
@ FlashVol2_01 10.00 GB
b Start
T Flash\ol2_02 10.00 GB
‘-El Flash\ol3 =l 10.00 GB
FlashVol3 01 {3 Rename Target Volume 10.00 GB
iﬂ &) Flashvold & Delete Mapping 10.00 GB
l ’ Flashvold_01 63'6 Show Related Volumes
Flash\iol4_01 Edit Properties 10.00 GB
) FlashVols 10.00 GB
A
> &) FlashVol5_01 10.00 GB
it =) FlashVol& 20.00 GB

Hash Time

Jun 12, 2013 1:19:18 PM

Jun 12, 2013 10:55:34 AN

Figure 10-51 Starting the reverse mapping

9. Click Start to write over FlashVo11 with the original bitmap data that was saved in the
FlashCopy FlashVo101 01. The command then completes, as shown in Figure 10-52.

Start FlashCopy Mapping

The task completed.

100%

» Detail=

The tzsk hzs started.

The tesk iz 0% complete.

Starting FlashCopy mapping fcomap?
Running commsnd:

avctask startfcmap -prep -restore §
Synchronizing memory cache.

The task iz 100% complete.

The task completed.

[T CF T R ]

B2 k1 R

| Cloze | Cancel

Figure 10-52 Flash Restore command

Important: The underlying command that is run by the IBM Storwize V5000 appends the
-restore option automatically.
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10.The reverse mapping now shows as 100% copied, as shown in Figure 10-53.

mcr-atl-cluster-01 > Copy Services > FlashCopy

i= Actions ¥

| Volume Hame | Status | Progress |Ca]:|ac|ty | Group | Hash Time
controller0_0000000000000002 1.00 GB
D53400_0000000000000002 1.00 GB
) Flashvolt 10.00 GB
* FlashVol1_01 @ copying FlazhTestGroup Jun 12, 2013 1:19:18 PH
- ) FlashVol1_01 10.00 GB
L‘! FlashVol1 Copied Jun 12, 2013 2:53:30 P
FlashVol2 10.00 GB
@ FlashVol2_01 10.00 GB
FlashVol2_02 10.00 GB
t&i FlashVol3 10.00 GB

Figure 10-53 Source volume restore complete

10.1.6 Managing a FlashCopy consistency group

FlashCopy consistency groups can be managed by clicking Consistency Groups under the
Copy Services function icon, as shown in Figure 10-54.

IBM Storwize V5000

Welcome, superuser Legal | Logout | Help

mcr-atl-cluster-01 > Home > Overview ¥

= Suggested Tasks =

2 Fibre Channel Hosts
48 Internal

YT Y LY L R
6 MDisks 3 Pools 18 volumes 1 SAS Host

1 External
Storage System

Ehad

3 iSCSI Hosts

Y
Copy Services

FlazhCopy

FlashCopy Mappings

{ Remote Copy )
( Partnerships P/ k:he objects that need to be configured. To learn more about each object, click the icon in the

earning modules include a tutorial of the steps that are required to complete the task. To
i=r select the associated task from Suggested Tasks or use the icons in the left navigation.

b Visit the Information Center

Figure 10-54 Access to the Consistency Groups window
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As shown in Figure 10-55, the Consistency Groups window is where you can manage

consistency groups and FlashCopy mappings.

mcr-atl-cluster-01 > Copy Services > Consistency Groups ¥

[ =i New Coensistency Group Actions ¥

femapd

4
femap e Copying
fomap2 e Copying
fomap3 Copied

: ;?JJ'-{\ 1 FlashTestGroup Empty

Behad

¢ -

FlashVol6
FlashVol1
FlashVol4
FlashVol3

FlashVol7

FlashVol1_01
FlashVol4_01
FlashVol3_01

Jun 10, 2013 12:19:38 PM
Jun 10,2013 3:25:23 PM
[ T Jun 10,2013 12:24:48 PM

Figure 10-55 Consistency Groups window

In the left pane of the Consistency Groups window, you can list the consistency groups that
you need. Click Not in a Group, and then expand your selection by clicking the plus (+) icon
next to it. All the FlashCopy mappings that are not in any consistency groups are displayed

underneath.

In the lower pane of the Consistency Groups window, you can discover the properties of a
consistency group and the FlashCopy mappings in it. You can also take action on any

consistency groups and FlashCopy mappings within the Consistency Groups window, as
allowed by their state. For more information, see 10.1.5, “Managing FlashCopy mappings” on

page 467.
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Creating a FlashCopy consistency group
To create a FlashCopy consistency group, click New Consistency Group at the top of the
Consistency Groups window, as shown in Figure 10-56.

mcr-atl-cluster-01 > Copy Services > Consistency Groups ™

“% New Consistency Group | i= Actions ¥ - ¥
| Mapping Name Status Source Volume Target Volume Progress Flash Time
e W ..
o f ! Not in a Group
fomap0 /1 Stopped FlashVols FlashVol?
“ femap! @ copying Flash\/ol1 Flash\ol1_1 Jun 10, 2013 12:19:38 PM
femap2 @ Copying FlashVol4 Flash\/ol4_01 Jun 10, 2013 3:25:23 FM
L‘! femap3 Copied FlashVol3 FlashVol3_01 Jun 10, 2013 12:24:48 PU
@ {1 FashTestGroup Empty

all]
k4

Figure 10-56 New Consistency Group option

You are prompted to enter the name of the new consistency group, as shown in Figure 10-57.
Following your naming conventions, enter the name of the new consistency group in the
name field and click Create.

New Consistency Group X

Consistency Group Name: | RedbookTest

|=!ﬁ Create | | Cancel |

Figure 10-57 Entering the name for the consistency group
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After the creation process completes, you find a new consistency group, as shown in
Figure 10-58.

mcr-atl-cluster-01 > Copy Services > Consistency Groups ¥

‘ = New Consistency Group Actions ¥ 4% ¥

femap0 1, Stopped FlashVol6 FlashVol?
femapd @ Copying Flashvol1 FlashViol1_01 Jun 10, 2013 12:19:38 FW
femap2 @ Copying FlashVol4 FlashVal4_01 Jun 10, 2013 3:25:23 PN
femap3 Copied FlashVol3 FlashVol3_01 Jun 10, 2013 12:24:48 PM
'1.“ =t 5 FlashTestGroup Empty
{7 { RedbookTest Empty

CemRsbad

Figure 10-58 New consistency group

You can rename the Consistency Group by selecting it and then right-clicking or by using the
Actions drop-down menu. Select Rename and enter the new name, as shown in

Figure 10-59. Next to the name of the consistency group, the state shows that it is now an
empty consistency group with no FlashCopy mapping in it.

: M] FlashTestGroup Empty

Rename FlashCopy Consistency Group X

£+ RedbookTest

*New Name

RedbookTest | RedbockTest

|_ Reset | |EIZ| Rename | \ Cancel \

Figure 10-59 Renaming a consistency group

Adding FlashCopy mappings to a consistency group

Click Not in a Group to list all the FlashCopy mappings with no Consistency Group. You can
add FlashCopy mappings to a Consistency Group by selecting them and clicking the Move to
Consistency Group option from the Actions drop-down menu, as shown in Figure 10-60 on
page 494.
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FIYT.

g e

mcr-atl-cluster-01 > Copy Services > Consistency Groups ~

[ i New Consistency Group

i= Actions ¥

femap0
femap
fcmap2
fcmap3
focmap4

1~

E k|

app g Na C
o) j‘*_fll" Not in a Group

FlashTestGrov

e Copying
A o a

%+ Move to Consistency Group
b Start

{3 Rename Mapping

RedbookTest 3 Delete Mapping

5% Show Related volumes

5] Edit Properties

FlashVol&
FlaghVol1
FlashVol4
Flash\old
FlashVols

FlashVol? Jun 10, 2013 5:01:45 PK
FlashVol1_01
FlashVold_01 Jun 10, 2013 3:25:23 PM
FlashVol3_01 BT Jun 10, 2013 12:24:48 PM
FlashVol5_01

Figure 10-60 Select the FlashCopy mappings to add to a consistency group
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Important: You cannot move mappings that are copying. Selecting a snapshot that is
already running results in the Move to Consistency Group option being disabled.

Selections of a range are performed by highlighting a mapping, pressing and holding the Shift
key, and clicking the last item in the range. Multiple selections can be made by pressing and
holding the Ctrl key and clicking each mapping individually. The option is also available by

right-clicking individual mappings.

You are prompted to specify which consistency group you want to move the FlashCopy
mapping into, as shown in Figure 10-61. Choose from the list in the drop-down menu. Click
Move to Consistency Group to continue.

Move FlashCopy Mapping to Consistency Group X

Consistency Group

Select the FlashCopy consistency group to which to move FlashCopy mapping fcmapl.

FIashTestGr'cnup| -

FlashTestGroup
FedboolkTest

|Ti* Mowve to Consistency Group | | Cancel |

Figure 10-61 Select consistency group

After the action completes, you find that the FlashCopy mappings you selected were removed
from the Not In a Group list to the consistency group you chose.
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Starting a consistency group
To start a consistency group, highlight the required group and click Start from the Actions
drop-down menu or right-click the consistency group, as shown in Figure 10-62.

mcr-atl-cluster-01 > Copy Services > Consistency Groups ™
[ 3 New Consistency Group  := Actions ¥ 4 v
‘Mapping Name Status Source Volume Target olume Progress Hash Time
- - W
= _i‘ 4 Notin a Group
femapl @ copying FlashVals FlashVol? Jun 10, 2013 5:01:45 PM
“ femap2 @ copying FlashVald FlashViold_1 Jun 10, 2013 3:25:23 PM
femap3 Copied FlashVol3 FlashVol3_01 BT Jun 10, 2013 12:24:48 P
L‘! L {1 FashTestGroup Empty
@ =2 -i_{ﬁ?%.‘_:é RedbonkTast Stapped
. ﬁ MNew FlashCopy Mapping
g femapt Stopped FlashVol1 FlashVol1_1
Lﬁl I Start B =
femapd . l, Stopped FlashVols FlashVols_01
e Stop
@ 17 Rename
l ’ # Delete
Broperties
?“E'F,

Figure 10-62 Start a consistency group

After you start the consistency group, all the FlashCopy mappings in the consistency group
start at the same time. The state of consistency group and all the underlying mappings
changes to Copying, as shown in Figure 10-63.

mcr-atl-cluster-01 > Copy Services > Consistency Groups ¥

I i New Consistency Group = Actions = -5 ¥
Wapping Name Status Source Volume Target Volume Progress Flash Time

S fff Not in a Group
femap0 @ Copying FlashVol6 FlashVol7 Jun 10, 2013 5:01:45 PI
femap2 @ Ccopying FlashVold FlashVold_01 Jun 10, 2013 3:25:23 PM
femap3 Copied FlashVol3 FlashVol3_04 TS Jun 10,2013 12:24:43 PN

} J\q-_.t] FlashTestGroup Empty

& dl{fh":'] RedbookTest Copying Flash Time: Jun 10, 2013 5:33:21 PM
femap1 @ Copying FlashVol1 FlashVol1_01 Jun 10, 2013 5:33:21 PM
femap4 @ Ccopying FlashVol5 FlashVol5_01 Jun 10, 2013 5:33:21 PM

¢eDRcbad

Figure 10-63 Consistency group start completes
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Stopping a consistency group

The consistency group can be stopped by selecting Stop from the Actions drop-down menu
or right-clicking, as shown in Figure 10-64.

mcr-atl-cluster-01 > Copy Services > Consistency Groups ¥

[ i3 New Consistency Group  := Actions = 4 v |
i Mapping Name atus ource Volume arget Volume Progress lash Time
<] :“_‘!J’ Notin a Group
femapd @ Copying FlashVol6 FlashVol7 Jun 10, 2013 5:01:45 PI
“ femap2 @ copying FlashVol4 FlashVol4_01 Jun 10, 2013 3:25:23 PM
femap3 Copied FlashVol3 FlashVol3_01 T Jun 10, 2013 12:24:48 PM
L"! w1 FlashTestGroup Empty

@ = "{&{r‘t:j RedbookTest, Camdng Flash Time: Jun 10, 2013 5:33:21 FM

?3 MNew FlashCopy Mapping

t&i femapt - FlashVol1 FlashVol1_01 Jun 10, 2013 5:33:21 PM
Siart

femapd o Flash\ols FlashVol5_01 Jun 10, 2013 5:33:21 PM
Stop

@ {0 Rename
l ’ # Delete
= Properties
&
-

Figure 10-64 Stop a consistency group

After the stop process completes, the FlashCopy mappings in the consistency group are in
the Stopped state and a red X icon appears on the function icon of this consistency group to
indicate an alert, as shown in Figure 10-65.

mcr-atl-cluster-01 > Copy Services > Consistency Groups ¥

[ =3 New Consistency Group = Actions ¥

lapping Name
= j" J“ Not in a Group

femapd @ Copying FlashVols FlashVol7 Jun 10, 2013 5:01:45 PN
“ femap?2 @ Ccopying FlashVold FlashVol4_01 Jun 10, 2013 3:25:23 P
L..! ! };.J-'.,i:i FlashTestGroup Empty
@ © 4= éi RedbookTest Stopped

femapt 1\ Stopped FlashVol1 FlashVol1_01
‘*{l femap3 Copied FlashVol3 FlashViol3_01 (— 0% |

femapd /b Stopped FlashVol5 FlashVol5_01

=
® ua

©

Figure 10-65 Consistency group stop completes

Previously copied relationships that were added to a consistency group that was later
stopped before all members of the consistency group completed synchronization remain in
the Copied state.
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Removing FlashCopy mappings from a consistency group
FlashCopy mappings can be removed from a consistency group by selecting the FlashCopy
mappings and clicking Remove from Consistency Group from the Actions drop-down menu
of the FlashCopy mapping or right-clicking, as shown in Figure 10-66.

=&had

-~

mcr-atl-cluster-01 > Copy Services > Consistency Groups ¥

[ @ New Consistency Group =

Actions ¥

(e
=] fff Notin a Group

Flash\folf
Flash\fol4

FlashVol1
FlashVol3

femapo @ copying
femap? @ Cepying
§5 1 FlashTestGroup Empty
=) "-‘3”"’.& RedbookTest Stopped
femapd L Stopped
femapd ¥ _tpnisd
femapd B+ Move to Consistency Group

iy Remove from Consistency Group

15 Rename Mapping
3 Delete Mapping

626 Show Related volumes

5] Edit Properties

FlashVols

FlashVol?
FlashVold_01

FlashVol1_01
FlashVol3_01
FlashWol5_01

(B Jun 10, 2013 5:01:45 PM
Jun 10, 2013 3:25:23 PM

0

0%

Figure 10-66 Remove from consistency group

The FlashCopy mappings are returned to the Not in a Group list after they are removed from
the consistency group.

Deleting a consistency group
A consistency group can be deleted by clicking Delete from the Actions drop-down menu or

right-clicking the selected group, as shown in Figure 10-67.

CelnsRad

mcr-atl-cluster-01 > Copy Services > Consistency Groups ¥

= New Consistency Grou i= Actions ¥
¥ P

Mapping Name
A
ECE: N Not in a Group
femapd e Copying
femap2 e Copying
fomapd Copied
j‘ﬂj plasiics ﬁ Mew FlashCopy Mapping
@ 4_&4‘-—»6 Redbook]
femap ed
P 13 Rename
femapd ed
3 Delete
[=] Properties

FlashVol&
FlashVol4
FlashVol3

FlashVol1
FlashVol5

Flash\ol7?
Flash\fol4_01
Flash\fol3_01

Flagh\fol1_01
Flash\ol5_01

Jun 10, 2013 5:01:45 P
Jun 10, 2013 3:25:23 PN

Figure 10-67 Delete a consistency group
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Restoring from a FlashCopy Consistency Group

It is possible to manipulate FlashCopy mappings that were captured as part of a consistency
group to restore the source volumes of those mappings to the state they were all in at the time
the FlashCopy was taken.

To restore a consistency group from a FlashCopy, we must create a reverse mapping of all
the individual volumes that are contained within the original consistency group. In our
example, we have two FlashCopy mappings (fcmapl and fcmap4) in a consistency group that
is known as FlashTestGroup, as shown in Figure 10-68.

mcr-atl-cluster-01 > Copy Services > Consistency Groups ~
[ ity New Consistency Group = Actions = L v
Mapping Name tatus Source Volume arget Volume Progress
5 ffj’g Not in a Group
* e :«;}:.h '5 FlashTestGroup Copying Flash Time: Jun 12, 2013 11918 PN
femapt @ Copying FlashVolt FlashVol1_01 Jun 12, 2013 1:18:18 PM
L_! fomap4 @ Copying FlashVols FlashVol5_01 Jun 12, 2013 1:18:18 P
W £ e___}-t‘] RedbookTest Idle or Copied Flash Time: Jun 12, 2013 1:22:03 P

Figure 10-68 Creating FlashCopy reverse mapping

Complete the following steps:

1. Click New Consistency Group in the upper left corner (as shown in Figure 10-68) and
create a consistency group. In our example, we created a group called RedBookTest.

2. Follow the procedure that is described in “Restoring from a FlashCopy” on page 485 to
create reverse mappings for each of the mappings that exist in the source consistency
group (FlashTestGroup). When prompted to add to a consistency group (as shown in
Figure 10-49 on page 488), select Yes and from the drop-down menu and then select the
new “reverse” consistency group that you created in step 2. In our example, this group is
RedBookTest. The result should be similar to what is shown in Figure 10-69.

mcr-atl-cluster-01 > Copy Services > Consistency Groups ™

[ i3 New Consistency Group  i= Actions ¥ 4% ¥

ing Hame
B _f(_‘ﬂ_f‘ Not in a Group

[app
* ;g,ifu:m ‘i FlashTestGroup Copying Flash Time: Jun 12, 2013 1:19:18 PI
femapt @ copying Flash\ol1 FlashVol1_1 Jun 12, 2013 1:18:18 PN
L__! femapd @ copying Flash\ols FlashVol5_1 Jun 12, 2013 1:18:18 PN
@ :J:t“.r‘({’ RedbookTest Idle or Copied Flash Time: Jun 12, 2013 1:29:03 PW
femap3 Copied Flash\/ol5_01 FlashVols S S Jun 12,2013 1:29:03 PM
‘*:-{il fomap? Copied FlashVol_1 FlashVol1 — do0% |

Figure 10-69 Reverse Consistency group populated.
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3. To restore the consistency group, highlight the reverse consistency group and click Start,

as shown in Figure 10-70.

mcr-atl-cluster-01 > Copy Services > Consistency Groups ¥

<y New Consistency Group = Actions

Mapping Name Status

& fff Not in a Group

L= -[ﬂ‘i-;] FlashTestGroup Copying

femapd & Copying
femapd & Copying

e) M RedbookTest ldle or Copied

ﬁ Mew FlashCopy Mapping
femapd ted
femap? F’ SEIE led

- \ Stop

13 Rename

3 Delete

[=] Properties

Source Volume

Flash Time: Jun 12, 2013 1:19:18 A

FlashVol1
FlashVol5

Flash Time: Jun 12, 2013 1:28:03 R

FlashVol5_01
FlashVol1_01

Target Volume

FlashVol1_01
FlashVol5_01

FlashVol5
FlashVol1

Figure 10-70 Starting Consistency group restore

4. Click Start to overwrite FlashVol11l and FlashVo15 with the original bitmap data that was
saved in the FlashTestGroup FlashCopy consistency group mapping. The command

completes, as shown in Figure 10-71.

Start FlashCopy Consistency Group

The task completed.

[ 100%

» Details

The task has started.

Running command:

avctask atartfcconsistgrp -prep -restore 2
Synchronizing memory cache.

The tzsk iz 100% complete.

The tzsk completed.

| Cloze |

.
k1 R
L=l

[ T Y
k3 KY R
1w I w I v |

Cancel

Figure 10-71 Consistency Group restore command
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Important: The IBM Storwize V5000 automatically appends the -restore option to the
command.

5. Click Close and the command panel returns to the Consistency Group window. The
reverse consistency group now shows as a 100% copied and all volumes in the original
FlashTestGroup were restored, as shown in Figure 10-72.

oyt
-5
&
s

mcr-atl-cluster-01 > Copy Services > Consistency Groups ¥

| 4 New Consistency Group Actions ¥ -

Mapping Name
_{ijjlj Not in a Group

¥~ 1 FlashTestGroup Copying Flash Time: Jun 12, 2013 1:19:18 Pl
femapt @ Copying FlashVol1 FlashVol1_01 Jun 12, 2013 1:19:13 PM
femapd @ Copying FlashVols FlashVol5_01 Jun 12, 2013 1:18:13 P
a\_,]*«r—L] RedbookTest Idle ar Copied Flash Time: Jun 12, 2013 3:42:01 FM
femap3 Copied FlashVol5_01 Flash\Vols [ PR Jun 12, 2013 3:42:01 P
femap? Cogied FlashVol1_01 FlashVol1 BT un 12, 2013 3:42:01 PH

Status Source VYolume Target Volume Progress

Figure 10-72 Consistency Group restored

10.2 Remote Copy

In this section, we describe how the Remote Copy function works in IBM Storwize V5000. We
also provide the implementation steps for Remote Copy configuration and management by
using the GUI.

Remote Copy consists of three methods for copying: Metro Mirror, Global Mirror, and Global
Mirror with Change Volumes. Metro Mirror is designed for metropolitan distances with a
synchronous copy requirement. Global Mirror is designed for longer distances without
requiring the hosts to wait for the full round-trip delay of the long-distance link through
asynchronous methodology. Global Mirror with Change Volumes is an added piece of
functionality for Global Mirror that is designed to attain consistency on lower-quality network
links.

Metro Mirror and Global Mirror are IBM branded terms for the functions Synchronous Remote
Copy and Asynchronous Remote Copy. Throughout this book, the term “Remote Copy” is
used to refer to both functions where the text applies to each term equally.

10.2.1 Remote Copy concepts

500

Remote Copy concepts are described in this section.

Partnership

When a partnership is created, we connect two separate IBM Storwize V5000 systems or an
IBM SAN Volume Controller, Storwize V3700, or Storwize V7000, and an IBM Storwize
V5000. After the partnership creation is configured on both systems, further communication
between the node canisters in each of the storage systems is established and maintained by
the SAN. All inter-cluster communication goes through the Fibre Channel network.
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The partnership must be defined on both IBM Storwize V5000 or on the IBM Storwize V5000
and the other IBM SAN Volume Controller, Storwize V3700, or Storwize V7000 storage
system to make the partnership fully functional.

Interconnection: Interconnects between IBM Storwize products were introduced in
Version 6.3.0. Because IBM Storwize V5000 supports only version 7.10 or higher, there is
no problem with support for this functionality. However, any other Storwize product must be
at a minimum level of 6.3.0 to connect to the IBM Storwize V5000 and the IBM Storwize
V5000 must set the replication layer by using the svctask chsystem -layer replication
limitations that are described next.

Introduction to layers

IBM Storwize V5000 implements the concept of layers. Layers determine how the IBM
Storwize portfolio interacts with the IBM SAN Volume Controller. Currently, there are two
layers: replication and storage.

The replication layer is used when you want to use the IBM Storwize V5000 with one or more
IBM SAN Volume Controllers as a Remote Copy partner. The storage layer is the default
mode of operation for the IBM Storwize V5000, and is used when you want to use the IBM
Storwize V5000 to present storage to an IBM SAN Volume Controller.

The layer for the IBM Storwize V5000 can be switched by running svctask chsystem -layer
replication. Generally, switch the layer while your IBM Storwize V5000 system is not in
production. This situation prevents potential disruptions because layer changes are not
I/O-tolerant.

Figure 10-73 shows the effect of layers on IBM SAN Volume Controller and IBM Storwize
V5000 partnerships.

Partnership Partnership

SVC6.3.0 - > SVC 6.3.0 » IBM Storwize V5000

Custer & Cluster B Cluster C Layer= Replication

Replication layer

Storage layer

Volumes presented to SVC i

IBM Storwize V5000 | Partnership | |BM Storwize V5000

-t
i}

Cluster D Layer = Storage duster E Layer= Storage

Figure 10-73 IBM Storwize V5000 virtualization layers

The replication layer allows an IBM Storwize V5000 system to be a Remote Copy partner with
an IBM SAN Volume Controller. The storage layer allows an IBM Storwize V5000 system to
function as back-end storage for an IBM SAN Volume Controller. An IBM Storwize V5000
system cannot be in both layers at the same time.
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Limitations on the SAN Volume Controller and Storwize V5000
partnership

IBM SAN Volume Controller and IBM Storwize V5000 systems can be partners in a Remote
Copy partnership. However, the following limitations apply:

>

>

The layer for the V5000 must be set to replication. The default is storage.

If any other SAN Volume Controller or IBM Storwize V5000 ports are visible on the SAN
(aside from the ones on the cluster where you are making the changes), you cannot

change the layer.

If any host object is defined to an IBM SAN Volume Controller or IBM Storwize V5000

system, you cannot change

the layer.

If any MDisks from an IBM Storwize V5000 other than the one you are making the layer
change on are visible, you cannot change the layer.

If any cluster partnership is defined, you cannot change the layer.

Partnership topologies

A partnership between up to four IBM Storwize V5000 systems is allowed.

The following typical partnership topologies between multiple IBM Storwize V5000s are
available:

» Daisy-chain topology, as shown in Figure 10-74.

IBM Storwize V5000 g IBM

<>
Cluster A

Storwize V5000 g IBM Storwize V5000 | g

-

Cluster B

-

Cluster C

IBM Storwize V5000
ClusterD

Figure 10-74 Daisy chain partnership topology for IBM Storwize V5000

» Triangle topology, as shown in Figure 10-75.

IBM Storwize V5000 | g p IBM Storwize V5000
Cluster & Cluster B
A A
| IBM Storwize V5000 | g—
Cluster C

Figure 10-75 Triangle partnership topology for IBM Storwize V5000
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» Star topology, as shown in Figure 10-76.

IBM Storwize V5000
Cluster A

IBM Storwize V5000
Cluster B

IBM Storwize V5000
Cluster C

:

IBM Storwize V5000
Cluster D

Figure 10-76 Star topology for IBM Storwize V5000

» Full-meshed topology, as shown in Figure 10-77.

IBM Storwize V5000

IBM Storwize V5000

Cluster A

IBM Storwize V5000

Cluster B

IBM Storwize V5000

Cluster C

Cluster D

Figure 10-77 Full meshed IBM Storwize V5000

Partnerships: These partnerships are valid for configurations with SAN Volume
Controllers and IBM Storwize V5000 systems if the IBM Storwize V5000 systems are using
the replication layer. They are also valid for Storwize V3700 and V7000 products.

Partnership states
A partnership has the following states:

» Partially Configured

Indicates that only one cluster partner is defined from a local or remote cluster to the
displayed cluster and is started. For the displayed cluster to be configured fully and to

complete the partnership, you must define the cluster partnership from the cluster that is

displayed to the corresponding local or remote cluster.

» Fully Configured

Indicates that the partnership is defined on the local and remote clusters and is started.

» Remote Not Present

Indicates that the remote cluster is not present for the partnership.
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» Partially Configured (Local Stopped)

Indicates that the local cluster is only defined to the remote cluster and the local cluster is
stopped.

» Fully Configured (Local Stopped)

Indicates that a partnership is defined on the local and remote clusters and the remote
cluster is present, but the local cluster is stopped.

» Fully Configured (Remote Stopped)

Indicates that a partnership is defined on the local and remote clusters and the remote
cluster is present, but the remote cluster is stopped.

» Fully Configured (Local Excluded)

Indicates that a partnership is defined between a local and remote cluster; however, the
local cluster was excluded. This state can occur when the fabric link between the two
clusters was compromised by too many fabric errors or slow response times of the cluster
partnership.

» Fully Configured (Remote Excluded)

Indicates that a partnership is defined between a local and remote cluster; however, the
remote cluster was excluded. This state can occur when the fabric link between the two
clusters was compromised by too many fabric errors or slow response times of the cluster
partnership.

» Fully Configured (Remote Exceeded)

Indicates that a partnership is defined between a local and remote cluster and the remote
is available; however, the remote cluster exceeds the number of allowed clusters within a
cluster network. The maximum of four clusters can be defined in a network. If the number
of clusters exceeds that limit, the IBM Storwize V5000 system determines the inactive
cluster or clusters by sorting all the clusters by their unique identifier in numerical order.
The inactive cluster partner that is not in the top four of the cluster-unique identifiers
shows Fully Configured (Remote Exceeded).

Remote Copy relationships

A Remote Copy relationship is a relationship between two individual volumes of the same
size. These volumes are called a master (source) volume and an auxiliary (target) volume.

Typically, the master volume contains the production copy of the data and is the volume that
the application normally accesses. The auxiliary volume often contains a backup copy of the
data and is used for disaster recovery.

The master and auxiliary volumes are defined when the relationship is created, and these
attributes never change. However, either volume can operate in the primary or secondary role
as necessary. The primary volume contains a valid copy of the application data and receives
updates from the host application, which is analogous to a source volume. The secondary
volume receives a copy of any updates to the primary volume because these updates are all
transmitted across the mirror link. Therefore, the secondary volume is analogous to a
continuously updated target volume. When a relationship is created, the master volume is
assigned the role of primary volume and the auxiliary volume is assigned the role of
secondary volume. The initial copying direction is from master to auxiliary. When the
relationship is in a consistent state, you can reverse the copy direction.
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The two volumes in a relationship must be the same size. The Remote Copy relationship can
be established on the volumes within one IBM Storwize V5000 storage system, which is
called an intra-cluster relationship. The relationship can also be established in different IBM
Storwize V5000 storage systems or between an IBM Storwize V5000 storage system and an
IBM SAN Volume Controller, IBM Storwize V3700, or IBM Storwize V7000, which are called
inter-cluster relationships.

Important: The use of Remote Copy target volumes as Remote Copy source volumes is
not allowed. A FlashCopy target volume can be used as Remote Copy source volume and
also as a Remote Copy target volume.

Metro Mirror

Metro Mirror is a type of Remote Copy that creates a synchronous copy of data from a master
volume to an auxiliary volume. With synchronous copies, host applications write to the master
volume but do not receive confirmation that the write operation completed until the data is
written to the auxiliary volume. This action ensures that both volumes have identical data
when the copy completes. After the initial copy completes, the Metro Mirror function always
maintains a fully synchronized copy of the source data at the target site.

Figure 10-78 shows how a write to the master volume is mirrored to the cache of the auxiliary
volume before an acknowledgement of the write is sent back to the host that issued the write.
This process ensures that the auxiliary is synchronized in real time if it is needed in a failover
situation.

Host
(1) Write l T (4) Ack
< (3) Ack Write
Cache > Cache
— (2) Mirror Write
Master
volume . . .
Metro Mirror Relationship

Figure 10-78 Write on volume in a Metro Mirror relationship

The Metro Mirror function supports copy operations between volumes that are separated by
distances up to 300 km. For disaster recovery purposes, Metro Mirror provides the simplest
way to maintain an identical copy on the primary and secondary volumes. However, as with all
synchronous copies over remote distances, there can be a performance impact to host
applications. This performance impact is related to the distance between primary and
secondary volumes and, depending on application requirements, its use might be limited
based on the distance between sites.
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Global Mirror

Global Mirror provides an asynchronous copy, which means that the secondary volume is not
an exact match of the primary volume at every point. The Global Mirror function provides the
same function as Metro Mirror Remote Copy without requiring the hosts to wait for the full
round-trip delay of the long-distance link; however, some delay can be seen on the hosts in
congested or overloaded environments. Make sure that you closely monitor and understand
your workload.

In a synchronous Remote Copy (which Global Mirror provides), write operations are
completed on the primary site and the write acknowledgement is sent to the host before it is
received at the secondary site. An update of this write operation is sent to the secondary site
at a later stage, which provides the capability to perform Remote Copy over distances that
exceed the limitations of synchronous Remote Copy.

The distance of Global Mirror replication is limited primarily by the latency of the WAN link that
is provided. Global Mirror has a requirement of 80 ms round-trip-time for data that is sent to
the remote location. The propagation delay is roughly 8.2 ps per mile or 5 ps per kilometer for
Fibre Channel connections. Each device in the path adds more delay of about 25 ps. Devices
that use software (such as, some compression devices) adds much more time. The time that
is added by software-assisted devices is highly variable and should be measured directly. Be
sure to include these times when you are planning your Global Mirror design.

You should also measure application performance that is based on the expected delays
before Global Mirror is fully implemented. The IBM Storwize V5000 storage system provides
you with an advanced feature of Global Mirror that permits you to test performance
implications before Global Mirror is deployed and a long-distance link is obtained. This
advanced feature is enabled by modifying the IBM Storwize V5000 storage system
parameters gmintradelaysimulation and gminterdelaysimulation. These parameters can
be used to simulate the write delay to the secondary volume. The delay simulation can be
enabled separately for each intra-cluster or inter-cluster Global Mirror. You can use this
feature to test an application before the full deployment of the Global Mirror feature. For more
information about how to enable the CLI feature, see Appendix A, “Command-line interface
setup and SAN Boot” on page 609.

Figure 10-79 on page 507 shows that a write operation to the master volume is
acknowledged back to the host that is issuing the write before the write operation is mirrored
to the cache for the auxiliary volume.
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Figure 10-79 Global Mirror write sequence

The Global Mirror algorithms always maintain a consistent image on the auxiliary volume.
They achieve this consistent image by identifying sets of I/Os that are active concurrently at
the master, assigning an order to those sets, and applying those sets of I/Os in the assigned
order at the secondary.

In a failover scenario where the secondary site must become the master source of data
(depending on the workload pattern and the bandwidth and distance between local and
remote site), certain updates might be missing at the secondary site. Therefore, any
applications that use this data must have an external mechanism for recovering the missing
updates and reapplying them; for example, a transaction log replay.

10.2.2 Global Mirror with Change Volumes

Global Mirror within the IBM Storwize V5000 is designed to achieve a recovery point objective
(RPO) as low as possible so that data is as up-to-date as possible. This capability places
some strict requirements on your infrastructure and in certain situations (with low network link
quality or congested or overloaded hosts), you might be affected by multiple 1920
(congestion) errors.

Congestion errors happen in the following primary situations:

» Congestion at the source site through the host or network.
» Congestion in the network link or network path.
» Congestion at the target site through the host or network.

Global Mirror includes functionality that is designed to address the following conditions that
negatively affect some Global Mirror implementations:

» Estimation of bandwidth requirements tends to be complex.

» It is often difficult to ensure that the latency and bandwidth requirements can be met.
» Congested hosts on the source or target site can cause disruption.

» Congested network links can cause disruption with only intermittent peaks.
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To address these issues, Change Volumes were added as an option for Global Mirror
relationships. Change Volumes use the FlashCopy functionality but cannot be manipulated as
FlashCopy volumes because they are special-purpose only. Change Volumes replicate
point-in-time images on a cycling period (the default is 300 seconds). This situation means
that your change rate must include only the condition of the data at the point-in-time the
image was taken instead of all the updates during the period. This situation can provide
significant reductions in replication volume.

Figure 10-80 shows a basic Global Mirror relationship without Change Volumes.

Host ri

Global mirrar relationship
across long-distance link
_— L L} L L] - T - L L _— L _h-

Figure 10-80 Global Mirror without Change Volumes

Figure 10-81 shows a relationship with the Change Volumes.

Host Ifd

Global rmirror relationship
across long-distance link

FlashCopy
mapping

FlashCopy
mapping

Figure 10-81 Global Mirror with Change Volumes

With Change Volumes, a FlashCopy mapping exists between the primary volume and the
primary Change Volume. The mapping is updated during a cycling period (every 60 seconds
to one day). The primary Change Volume is then replicated to the secondary Global Mirror
volume at the target site, which is then captured in another change volume on the target site.
This situation provides a consistent image at the target site and protects your data from being
inconsistent during resynchronization.
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Figure 10-82 shows a number of I/Os on the source volume, the same number on the target
volume, and in the same order. Assuming that this set is the same set of data that is updated
over and over, these updates are wasted network traffic and the I/O can be completed much
more efficiently, as shown in Figure 10-83.

Remote Mirroring without Change Volumes

IBM Storwize V5000

IBM Storwize V5000

15 I 10 P wdlodl o
1 2 16 1 2 16

Source Cluster Target Cluster

Figure 10-82 Global Mirror I/O replication without Change Volumes

In Figure 10-83, the same data is being updated repeatedly, so Change Volumes
demonstrate significant I/O transmission savings because you must send only I/O number 16,
which was the last I/O before the cycling period.

Remote Mirroring with Change Volumes

IBM Storwize V5000

10 o] Lo}
1 2 16

Source Cluster

IBM Storwize V5000

10
16

Target Cluster

Figure 10-83 Global Mirror I/O replication with Change Volumes

The cycling period can be adjusted by running chrcrelationship -cycleperiodseconds
<60-86400>. If a copy does not complete in the cycle period, the next cycle does not start until
the prior cycle completes. It is for this reason that the use of Change Volumes gives you the
following possibilities for RPO:

» If your replication completes in the cycling period, your RPO is twice the cycling period.

» If your replication does not complete within the cycling period, your RPO is twice the
completion time. The next cycling period starts immediately after the prior period is
finished.

Careful consideration should be put into balancing your business requirements with the
performance of Global Mirror with Change Volumes. Global Mirror with Change Volumes
increases the inter-cluster traffic for more frequent cycling periods, so going as short as
possible is not always the answer. In most cases, the default should meet your requirements
and perform reasonably well.
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Important: When Global Mirror volumes with Change Volumes are used, make sure that
you remember to select the Change Volume on the auxiliary (target) site. Failure to do so
leaves you exposed during a resynchronization operation.

The GUI automatically creates Change Volumes for you. However, it is a limitation of this
initial release that they are fully provisioned volumes. To save space, you should create
thin-provisioned volumes in advance and use the existing volume option to select your
change volumes.

Remote Copy consistency groups

A consistency group is a logical entity that groups copy relationships. By grouping the
relationships, you can ensure that these relationships are managed in unison and the data
within the group is in a consistent state. For more information about the necessity of
consistency groups, see 10.1.6, “Managing a FlashCopy consistency group” on page 490.

Remote Copy commands can be issued to a Remote Copy consistency group, and, therefore,
simultaneously for all Metro Mirror relationships that are defined within that consistency
group, or to a single Metro Mirror relationship that is not part of a Metro Mirror consistency

group.

Figure 10-84 shows the concept of Remote Copy consistency groups. Because the
RC_Relationships 1 and 2 are part of the consistency group, they can be handled as one
entity, while the stand-alone RC_Relationship 3 is handled separately.
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— - ——

— ]
L™
-
~
-
.
LY
A

volume 1M RC_Relationship volume 1A \
RC_Master RC_Auxiliary \
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volume 2M RC. Relationship2 volume 24 , !/
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volume 3M volume 3A

RC_Relationship3

RC_Master

RC_Auxiliary

Figure 10-84 Remote Copy consistency group
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Remote Copy relationships can belong only to one consistency group, but they do not have to
belong to a consistency group. Relationships that are not part of a consistency group are
called stand-alone relationships. A consistency group can contain zero or more relationships.
All relationships in a consistency group must have matching primary and secondary clusters,
which are sometimes referred to as master clusters and auxiliary clusters. All relationships in
a consistency group must also have the same copy direction and state.

Metro Mirror and Global Mirror relationships cannot belong to the same consistency group. A
copy type is automatically assigned to a consistency group when the first relationship is
added to the consistency group. After the consistency group is assigned a copy type, only
relationships of that copy type can be added to the consistency group.

Remote Copy and consistency group states

Stand-alone Remote Copy relationships and consistency groups share a common
configuration and state model. All of the relationships in a non-empty consistency group have
the same state as the consistency group.

The following states apply to the relationships and the consistency groups, except for the
Empty state, which is only for consistency groups:
» InconsistentStopped

The primary volumes are accessible for read and write 1/0O operations, but the secondary
volumes are not accessible for either one. A copy process must be started to make the
secondary volumes consistent.

» InconsistentCopying

The primary volumes are accessible for read and write 1/0O operations, but the secondary
volumes are not accessible for either one. This state indicates that a copy process is
ongoing from the primary to the secondary volume.

» ConsistentStopped

The secondary volumes contain a consistent image, but it might be outdated about the
primary volumes. This state can occur when a relationship was in the
ConsistentSynchronized state and experiences an error that forces a freeze of the
consistency group or the Remote Copy relationship.

» ConsistentSynchronized

The primary volumes are accessible for read and write I/O operations. The secondary
volumes are accessible for read-only I/O operations.

» Idling

The primary volumes and the secondary volumes are operating in the primary role.
Therefore, the volumes are accessible for write 1/0 operations.

» IdlingDisconnected

The volumes in this half of the consistency group are all operating in the primary role and
can accept read or write 1/0 operations.

» InconsistentDisconnected

The volumes in this half of the consistency group are all operating in the secondary role
and cannot accept read or write 1/0 operations.
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» ConsistentDisconnected

The volumes in this half of the consistency group are all operating in the secondary role
and can accept read I/O operations but not write I/O operations.

» Empty
The consistency group does not contain any relationships.

10.2.3 Remote Copy planning

512

Before you use Remote Copy, you must plan for its usage.

General guidelines for Remote Copy
General guidelines for Remote Copy include the following considerations:

» Partnerships between up to four IBM Storwize V5000 storage systems, IBM SAN Volume
Controller systems, IBM Storwize V7000, or IBM Storwize V3700 is allowed. The
partnership must be defined on any partnered IBM Storwize storage systems or IBM SAN
Volume Controller systems to make it fully functional.

» The two volumes in a relationship must be the same size.

» The Remote Copy relationship can be established on the volumes within one IBM
Storwize V5000 storage system or in different IBM Storwize V5000 storage systems.
When the two volumes are in the same cluster, they must be in the same 1/O group.

» You cannot use Remote Copy target volumes as Remote Copy source volumes. However,
a FlashCopy target volume can be used as Remote Copy source volume. Other
restrictions are outlined in Table 10-5 on page 514.

» The Metro Mirror function supports copy operations between volumes that are separated
by distances up to 300 km.

» One Remote Copy relationship can belong only to one consistency group.

» All relationships in a consistency group must have matching primary and secondary
clusters, (master clusters and auxiliary clusters). All relationships in a consistency group
must also have the same copy direction and state.

» Metro Mirror and Global Mirror relationships cannot belong to the same consistency
group.
» To manage multiple Remote Copy relationships as one entity, relationships can be made

part of a Remote Copy consistency group, which ensures data consistency across
multiple Remote Copy relationships and provides ease of management.

» An IBM Storwize V5000 storage system implements flexible resynchronization support,
which enables it to resynchronize volume pairs that experienced write I/Os to both disks
and to resynchronize only those regions that are known to changed.

» Global Mirror with Change Volumes should have Change Volumes that are defined for the
master and auxiliary volumes.
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Remote Copy configuration limits
Table 10-4 lists the Remote Copy configuration limits.

Table 10-4 Remote Copy configuration limits

Parameter Value
Number of Remote Copy consistency groups per cluster 256
Number of Remote Copy relationships per consistency group 8,192
Number of Remote Copy relationships per 1/0 Group 2,048
Total Remote Copy volume capacity per I/O Group 1024 TB

(This limit is the total capacity for
all master and auxiliary volumes in
the I/O group.)

SAN planning for Remote Copy

In this section, we describe some guidelines that can be used for planning for a SAN for

Remote Copy.

Zoning recommendation

Node canister ports on each IBM Storwize V5000 must communicate with each other so that
the partnership can be created. These ports must be visible to each other on your SAN.
Proper switch zoning is critical to facilitating inter-cluster communication.

The following SAN zoning recommendation should be considered:

» For each node canister, exactly two Fibre Channel ports should be zoned to exactly two
Fibre Channel ports from each node canister in the partner cluster.

» If dual-redundant inter-switch links (ISLs) are available, the two ports from each node
should be split evenly between the two ISLs; that is, exactly one port from each node
canister should be zoned across each ISL. For more information, see this website:

http://www-01.ibm.com/support/docview.wss?uid=ssg15S10036348myns=s033&mynp=~fami]l

yind5329743&mync=E

» All local zoning rules should be followed. A properly configured SAN fabric is key to not
only local SAN performance, but Remote Copy. For more information about these rules,

see this website:

http://publib.boulder.ibm.com/infocenter/storwize/ic/index.jsp?topic=%2Fcom.ibm
.storwize.V5000.doc%2Fsvc_configrulessummary 02171530.htm]

Fabrics: When a local fabric and a remote fabric are connected for Remote Copy
purposes, the ISL hop count between a local node and a remote node cannot exceed

seven.

Remote Copy link requirements

The following link requirements are valid for Metro Mirror and Global Mirror:

» Round-trip latency

The total round-trip latency must be less than 80 ms and less than 40 ms in each direction.
Latency simulations should be performed with your applications before any network links
are put in place to see whether the applications perform at an acceptable level while they
meet the round-trip latency requirement.
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» Bandwidth

The bandwidth must satisfy the following requirements:

— If you are not using Change Volumes, be able to sustain peak write load for all mirrored
volumes and background copy traffic.

— If you are using Change Volumes with Global Mirror, be able to sustain change rate of

Source Change Volumes and background copy traffic.

— Other background copy rate (the best practice is 10% to 20% of maximum peak load)
for initial synchronization and resynchronization.

— Remote Copy internal communication at idle with or without Change Volumes is
approximately 2.6 Mbps. This amount is the minimum amount.

Redundancy: If the link between two sites is configured with redundancy so that it can
tolerate single failures, the link must be sized so that the bandwidth and latency
requirement can be met during single failure conditions.

Interaction between Remote Copy and FlashCopy
Table 10-5 lists which combinations of FlashCopy and Remote Copy are supported.

Table 10-5 FlashCopy and Remote Copy interaction

Component

Remote Copy primary

Remote Copy secondary

FlashCopy source

Supported

Supported.

When the FlashCopy
relationship is in the Preparing
and Prepared states, the cache
at the Remote Copy secondary
site operates in write-through
mode. This process adds more
latency to the already latent
Remote Copy relationship.

FlashCopy target

This combination is supported
and has the following
restrictions:

» Running stop -force
might cause the Remote
Copy relationship to fully
resynchronize.

» The I/O group must be the
same.

This combination is supported
by the restriction that the
FlashCopy mapping cannot be
copying, stopping, or
suspended. Otherwise, the
restrictions are the same as at
the Remote Copy primary site.

If you are not using Global Mirror with Change Volumes, for disaster recovery purposes, you
can use the FlashCopy feature to create a consistent copy of an image before you restart a

Global Mirror relationship.

When a consistent relationship is stopped, the relationship enters the consistent_stopped
state. While in this state, I/0 operations at the primary site continue to run. However, updates
are not copied to the secondary site. When the relationship is restarted, the synchronization
process for new data is started. During this process, the relationship is in the

inconsistent_copying state.
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The secondary volume for the relationship cannot be used until the copy process completes
and the relationship returns to the consistent state. When this situation occurs, start a
FlashCopy operation for the secondary volume before you restart the relationship. While the
relationship is in the Copying state, the FlashCopy feature can provide a consistent copy of
the data. If the relationship does not reach the synchronized state, you can use the
FlashCopy target volume at the secondary site.

10.3 Troubleshooting Remote Copy

Remote Copy (Global Mirror and Metro Mirror) has the following primary error codes:

» 1920: This error is a congestion error that means that the source, the link between source
and target, or the target cannot keep up with the rate of demand.

» 1720. This error is a heartbeat or cluster partnership communication error. This error
tends to be more serious because failing communication between your cluster partners
involves some extended diagnostic time.

10.3.1 1920 error

A 1920 error (event ID 050010) can have several triggers. The following official probable
cause projections are available:

Primary cluster or SAN fabric problem (10%)
Primary cluster or SAN fabric configuration (10%)
Secondary cluster or SAN fabric problem (15%)
Secondary cluster or SAN fabric configuration (25%)
Inter-cluster link problem (15%)

Inter-cluster link configuration (25%)

vVvyYvyvyYYyy

In practice, the error that is most often overlooked is latency. Global Mirror has a
round-trip-time tolerance limit of 80 ms. A message that is sent from your source cluster to
your target cluster and the accompanying acknowledgement must have a total time of 80 ms
(or 40 ms each way).

The primary component of your round-trip time is the physical distance between sites. For
every 1,000 km (621.36 miles), there is a 5 ms delay. This delay does not include the time that
is added by equipment in the path. Every device adds a varying amount of time depending on
the device, but you can expect about 25 ps for pure hardware devices. For software-based
functions (such as, compression that is implemented in software), the added delay tends to
be much higher (usually in the millisecond-plus range).

Consider this example. Company A has a production site that is 1,900 km from their recovery
site. Their network service provider uses five devices to connect the two sites. In addition to
those devices, Company A uses a SAN Fibre Channel Router at each site to provide FCIP to
encapsulate the Fibre Channel traffic between sites. There are now seven devices, and
1,900 km of distance delay. All the devices add 200 ps of delay each way. The distance adds
9.5 ms each way, for a total of 19 ms. Combined with the device latency that is 19.4 ms of
physical latency at a minimum. This latency is under the 80 ms limit of Global Mirror, but this
number is the best case number. Link quality and bandwidth play a significant role here. Your
network provider likely ensures a latency maximum on your network link; be sure to stay
below the Global Mirror RTT (Round Trip Time) limit. You can easily double or triple the
expected physical latency with a lower quality or lower bandwidth network link. As a result,
you are suddenly within range of exceeding the limit the moment a large flood of I/O happens
that exceeds the bandwidth capacity you have in place.

Chapter 10. Copy services 515



516

When you get a 1920 error, always check the latency first. The FCIP routing layer can
introduce latency if it is not properly configured. If your network provider reports a much lower
latency, this report can be an indication of a problem at your FCIP Routing layer. Most FCIP
Routing devices have built-in tools that you can use to check the round-trip delay time (RTT).
When you are checking latency, remember that TCP/IP routing devices (including FCIP
routers) report RTT by using standard 64-byte ping packets.

Figure 10-85 shows why the effective transit time should be measured only by using packets
large enough to hold a Fibre Channel frame. This packet size is 2148 bytes (2112 bytes of
payload and 36 bytes of header) and you should allow more capacity to be safe because
different switching vendors have optional features that might increase this size.

Packet Size |Link Size |Serialization Delay {Time Required to Send Data} |Unit
G4[256 Kbps 2.0EHI3|microseconds
B4[1.5 hMbps JAEHI2 |microseconds
64(100 Mbps 5 1EHIO|microseconds
64[155 Mbps 3.3EHI0|microseconds
G4[622 Mbps 8.2E-01|microseconds
G4[1 Ghps 5.1E-04|microseconds
B4(10 Ghps 5. 1E-D5|microseconds
1500(256 Kbps 4 7EHI4 |microseconds
1500(1.5 Mbps 8.0EH13|microseconds
1500100 Mbps 1.2EH12|{microseconds
1500[155 Mbps 7. 7EH]1 |microseconds
1500|622 Mbps 1.9E+)1 |[microseconds
1500(1 Gbps 1.2EH]1 [microgeconds
1500{10 Ghps 1.2E+H0{microseconds
2148|256 Kbps 6.7E+H14|microseconds
2148|1.5 Mbps 1.1E+)4|microseconds
2148100 Mhbps 1.7EHIZ[microsecands
2148|155 Mhbps 1. 1EH2|microseconds
2148|622 Mbps 2.8EH]1 [microseconds
21481 Ghps 1.7E+H)1 |microseconds
214810 Ghps 1.7E-03|microseconds

Figure 10-85 Effect of packet size (in bytes) versus link size

Before you proceed, take a quick look at the second largest component of your
round-trip-time; that is, serialization delay. Serialization delay is the amount of time that is
required to move a packet of data of a specific size across a network link of a bandwidth. This
delay is based on a simple concept that the time that is required to move a specific amount of
data decreases as the data transmission rate increases.

In Figure 10-85, there are orders of magnitude of difference between the different link
bandwidths. It is easy to see how 1920 errors can arise when your bandwidth is insufficient
and why you should never use a TCP/IP ping to measure RTT for FCIP traffic.

Figure 10-85 compares the amount of time in microseconds that is required to transmit a
packet across network links of varying bandwidth capacity. The following packet sizes are
used:

» 64 bytes: The size of the common ping packet
» 1500 bytes: The size of the standard TCP/IP packet
» 2148 bytes: The size of a Fibre Channel frame
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Your path MTU affects the delay that is incurred in getting a packet from one location to
another, when it causes fragmentation, or is too large and causes too many retransmits when
a packet is lost. After you verified your latency by using the correct packet size, proceed with
normal hardware troubleshooting.

10.3.2 1720 error

The 1720 error (event ID 050020) is the other primary error code of Remote Copy. Because
the term “System Partnership” implies that all involved virtualization systems are partners,
they must communicate with each other. When a partner on either side stops communicating,
you see a 1720 error appear in your error log. According to official documentation, there are
no likely field replaceable unit breakages or other causes.

In practice, the source of this error is most often a fabric problem or a problem in the network
path between your partners. When you receive this error, if your fabric has more than 64 HBA
zoned ports, you should check your fabric configuration for zoning of more than one HBA port
for each node per I/0 group. One port for each node per I/O group that is associated with the
host is the recommended zoning configuration for fabrics. For those fabrics with 64 or more
host ports, this recommendation becomes a rule. You must follow this zoning rule or the
configuration is technically unsupported.

Improper zoning leads to SAN congestion, which can inhibit remote link communication
intermittently. Checking the zero buffer credit timer through IBM Tivoli Storage Productivity
Center and comparing its value against your sample interval might reveal potential SAN
congestion. When a zero buffer credit timer is above 2% of the total time of the sample
interval, it is likely to cause problems.

Next, always ask your network provider to check the status of the link. If the link is okay, watch
for repetition of this error. It is possible in a normal and functional network setup to have
occasional 1720 errors, but multiple occurrences indicate a larger problem.

If you receive multiple 1720 errors, recheck your network connection and then check the IBM
Storwize V5000 partnership information to verify their status and settings. Perform diagnostic
tests for every piece of equipment in the path between the two systems. It often helps to have
a diagram that shows the path of your replication from logical and physical configuration
viewpoints.

If your investigation fails to resolve your Remote Copy problems, you should contact your IBM
support representative for a complete analysis.

10.4 Managing Remote Copy by using the GUI

The IBM Storwize V5000 storage system provides a separate function icon for copy service
management. The following windows are available for managing Remote Copy, which are
accessed through the Copy Services function icon:

» Remote Copy
» Partnerships

As the name implies, these windows are used to manage Remote Copy and the partnership.
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10.4.1 Managing cluster partnerships

The Partnership window is used to manage a partnership between clusters. To access the
Partnership window, click the Copy Services function icon and then click Partnerships, as

shown in Figure 10-86.

mcr-atl-cluster-01 > Home > Owverview ¥

i~ Suggested Tasks

<

2 Fibre Channel Hosts
48 Internal
Drives
b= @F = g
8 MDisks 5 Pools 25 volumes 1 SAS Host
1 External

Storage Svstem

Copy Services

2 ISCSI Hosts

FlashCopy

Consistency Groups ).

FlashCopy Mappings

Remote Copy

i the objects that need to be configured. To learn more about each object, click the icon in the

, e-Learning modules include 3 tutorial of the steps that are required to complete the task. To
confgure these objects, elther select the associated task from Suggested Tasks or use the icons in the left navigation.

b Visit the Information Center

Figure 10-86 Partnership window
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Creating a partnership

No partnership is defined in our example (see Figure 10-87), so you must create a
partnership between the IBM Storwize V5000 systems. Click New Partnership in the
Partnership window.

mcr-atl-cluster-01 > Copy Services > Partnerships

Partnership Filter L}

| HE New Partnership

No partnerships are defined.

L TF

Figure 10-87 Create a cluster partnership

If there is no partnership candidate, an error window opens, as shown in Figure 10-88.

Error

This system does not have any candidates,

|_ CIDSE!FZJ

—

Figure 10-88 No candidates are available to create a partnership

Check the zoning and the system status and make sure that the clusters can see each other.
Then, you can create your partnership by selecting the appropriate remote storage system
(as shown in Figure 10-89 on page 520), and defining the available bandwidth between both
systems.
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Create Partnership X

This system is in the replication layer. Partnerships can be
created with other systems in the replication layer

System

mcr-atl-cluster-02

Bandwidth (MBps)
100|

| HE Create | | Cancel |

Figure 10-89 Select the remote IBM Storwize storage system for a new partnership

The bandwidth that you must enter here is used by the background copy process between the
clusters in the partnership. To set the background copy bandwidth optimally, make sure that
you consider all three resources (primary storage, inter-cluster link bandwidth, and auxiliary
storage) to avoid overloading them, which affects the foreground 1/O latency.

Click Create and the partnership definition is complete on the first IBM Storwize V5000
system. You can find the partnership that is listed in the left pane of the Partnership window. If
you select the partnership, more information for this partnership is displayed on the right, as
shown in Figure 10-90.

mcr-atl-cluster-01 > Copy Services > Partnerships ~

Partnership Filter
p B _ | BE New Partnership | | iZ Actions ¥ ‘
mcr-atl-cluste...
FENE DS mer-atl-cluster-02
b g Partially Configured: Local
Bandwidth: 1pp MBps

Behad

e

Figure 10-90 Partially configured partnership
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Important: The partnership is in the “Partially Configured: Local” state because we did not

yet define it on the other IBM Storwize V5000. For more information about partnership

states, see “Remote Copy and consistency group states” on page 511.

Complete the same steps on the second storage system for the partnership to become fully
configured. The Remote Copy partnership is now implemented between the two IBM

Storwize V5000 systems and both systems are ready for further configuration of Remote

Copy relationships, as shown in Figure 10-91.

Behad

0

mcr-atl-cluster-02 > Copy Services > Partnerships ~

Partnership Filter LS

‘_ HE New Partnership | | i= Actions ¥ ‘

B mcr-atl-cluste...
‘ “/. Fully Configured ‘ H'

mer-atl-cluster-01

Fully Configured

Bandwidth: 100

MBps

Figure 10-91 Fully configured partnership

You can also change the bandwidth setting for the partnership in the Partnerships window.
Click Apply Changes to confirm your modification.

Stopping and starting a partnership
You can stop the partnership by clicking Stop Partnership from the Actions drop-down menu,
as shown in Figure 10-92. If you stop the partnership, the relationship that uses this
partnership is disconnected.

all
&4

mcr-atl-cluster-02 > Copy Services > Partnerships

Partnership Filter LY

B mcr-atl-cluste...
_' Fully Configured

| HE New Partnership |

i= Actions ¥

N

° Stop Partnership

# Delete Partnership

Bandwidth:

Fully Configured

100 MBps

Figure 10-92 Stop the partnership
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After you stop the partnership, your partnership is listed as Fully Configured: Stopped, as
shown in Figure 10-93.

mcr-atl-cluster-02 > Copy Services > Partnerships *

HE New Partnership Actions +

Partnership Filter L}
mcr-atl-cluste...

‘ ‘ L mer-atl-cluster-01

Fully Configured: Stopped

Bandwidth: 1gp MBps

Figure 10-93 Fully configured partnership in Stopped state

You can restart a stopped partnership by clicking Start Partnership from the Actions
drop-down menu.

The partnership returns to the fully configured status when it is restarted.

Deleting a partnership

You can delete a partnership by selecting Delete Partnership from the Actions drop-down
menu, as shown in Figure 10-92 on page 521.

10.4.2 Managing stand-alone Remote Copy relationships

522

A Remote Copy relationship can be defined between two volumes where one is the master
(source) and the other one is the auxiliary (target) volume. Use of Remote Copy auxiliary
volumes as Remote Copy master volumes is not allowed. Open the Remote Copy window to
manage Remote Copy by clicking the Copy Services icon and then clicking Remote Copy,
as shown in Figure 10-94 on page 523.
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IBM Storwize V5000
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-he objects that need to be configured. To learn more about each object, click the icon in the
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er select the associated task from Suggested Tasks or use the icons in the left navigation.

b Visit the Information Center

Figure 10-94 Open Remote Copy window

As shown in Figure 10-95, the Remote Copy window is where you can manage Remote Copy

relationships and Remote Copy consistency groups.

mcr-atl-cluster-01 > Copy Services > Remote Copy ¥

= New Consistency Group P9 New Relationship

Master Volume

vl G g

Auxiliary Volume

Figure 10-95 Remote Copy window

Chapter 10. Copy services

523




524

The Remote Copy window displays a list of Remote Copy consistency groups. You can also
take actions on the Remote Copy relationships and Remote Copy consistency groups. Click
Not in a Group and all the Remote Copy relationships that are not in any Remote Copy
consistency groups are displayed. To customize the blue column heading bar and select
different attributes of Remote copy relationships, right-click anywhere in the blue bar.

Creating stand-alone Remote Copy relationships

Important: Before a remote copy relationship is created, target volumes that are the same
size as the source volumes that you want to mirror must be created. For more information
about creating volumes, see Chapter 5, “I/O Group basic volume configuration” on

page 161.

To create a Remote Copy relationship, click New Relationship at the top of the Remote Copy
window, as shown in Figure 10-95 on page 523. A wizard opens and guides you through the
Remote Copy relationship creation process.

As shown in Figure 10-96, you must set the Remote Copy relationship type first. Based on
your requirements, you can select Metro Mirror (synchronous replication) or Global Mirror
(asynchronous replication). Select the appropriate replication type and click Next.

New Relationship X

Select the type of relationships that you want to create.

.d‘ .'.ﬂ

e F e Metro Mirror
el L
-l -
A - B -

¥ i— 2 i Glabal Mirror
e e

=l -
- il .
i3 :1(_,_ j Global Mirror with Change Volumes
e | -

o e e e e e e e e e e o e e o o e e e o e e o e 2 P e A P A o A o o

Mext = Cancel

Figure 10-96 Select the appropriate Remote Copy type
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You must select where your auxiliary (target) volumes are: the local system or the already
defined second storage system. In our example (as shown in Figure 10-97), choose another
system to build an inter-cluster relationship. Click Next to continue.

New Relationship

Where are the auxiliary volumes located?

On this system

On another system

o

| = Back | MNext = | Cancel |

Figure 10-97 Select Remote Copy partner

The Remote Copy master and auxiliary volume must be specified. Both volumes must have
the same size. As shown in Figure 10-98, the system offers only appropriate auxiliary
candidates with the same volume size as the selected master volume. After you select the
volumes that are based on your requirement, click Add.

New Relationship

Select the master and auziliary volumes to use in the relationship.

Master Auxiliary

Flashvoll —_— FlashMirrar | |

Capacity: 10.00 GB | Add |

o

| < Back | Mext = | Cancel |

Figure 10-98 Select the master and auxiliary volume
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You can define multiple and independent relationships by clicking Add. You can remove a
relationship by clicking the red cross. In our example, we create two independent Remote
Copy relationships, as shown in Figure 10-99.

New Relationship X
Select the master and auxiliary volumes to use in the relationship.
Master Auxiliary
| = | —
Add
Flashvaoll = FlashMirror &
Source_FC 5p Target_GM b~ 4
L e
| < Back | | Next = | | Cancel |

Figure 10-99 Define multiple independent relationships

A window opens and prompts you to select if the volumes in the relationship are already
synchronized. In most situations, the data on the master volume and on the auxiliary volume
are not identical, so click No and then click Next to enable an initial copy, as shown in
Figure 10-100.

New Relationship

Are the volumes in this relationship already synchronized?

‘Yes, the volumes are already synchronized. !

Mo, the volumes are not synchronized.

o

| < Back | | Mext = | | Cancel |

Figure 10-100 Activate initial data copy
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If you select Yes, the volumes are already synchronized in this step, a warning message
opens, as shown in Figure 10-101. Confirm that the volumes are truly identical, and then click
OK to continue.

Warning

If the volurmes are not synchronized, data
corruption will occur in a recovery scenaria.

Figure 10-101 Warning message to make sure that the volumes are synchronized

You can choose to start the initial copying progress now or wait to start it later. In our example,
select Yes, start copying now and click Finish, as shown in Figure 10-102.

New Relationship bt

Do you want to start copying now?

‘Yes, start copying now.

Mo, do not start copying.

e

| = Back | | Finish | | Zancel |

Figure 10-102 Choose if you want to start copying now or later
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After the Remote Copy relationships creation completes, two independent Remote Copy
relationships are defined and displayed in the Not in a Group list, as shown in Figure 10-103.

mcr-atl-cluster-01 > Copy Services > Remote Copy ¥

%% New Caonsistency Group PP New Relationship  := Actions = @, ~ |Filter
Master Volume Auxiliary Volume
@ :’ad’df Not in a Group
rereld Inconsistent Copying Flazshvoll FlashMirror
rorell Inconsizstent Copying Source_FC Target_GM

CeD=Ehad

Figure 10-103 Creating a Remote Copy relationship process completes

Optionally, you can monitor the ongoing initial synchronization in the Running Tasks status
indicator, as shown in Figure 10-104. Highlight one of the operations and click to see the
progress.

Running Tasks

J FlashCopy operations

1 Remote-Copy operation

Recently Completed Tasks
(1)

kel —

Figure 10-104 Remote copy initialization progress through Running Tasks
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Stopping a stand-alone Remote Copy relationship

The Remote Copy relationship can be stopped by selecting the relationship and clicking Stop
from the Actions drop-down menu, as shown in Figure 10-105.

mcr-atl-cluster-01 > Copy Services > Remote Copy ¥

[ < Mew Consistency Group T Mew Relationship (= Actions ¥

= JA f _fl Not in a Group

rereld

rerelt

‘had

an = £

€ o

P Add to Consistency Group

P start

° Stop

l.‘iLlfi Switch

10 Rename

3 Delete Relationship

58 Global Mirror Change volumes

Edit Relationzhip

Flazhol1 FlashMirrer

Sourcs_FC Target_GM

Figure 10-105 Stop Remote Copy relationship

A prompt appears. Click to allow secondary read/write access, if required, and then click Stop
Relationship, as shown in Figure 10-106.

Stop Remote-Copy Relationship X

Do you want to allow read/write access to the
secondary volume when stopping remote-copy
relationship rcrelD?

Allow secondary read/write access

|.°St|:|-p Relationship | | Cancel |

Figure 10-106 Option to allow secondary read/write access
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After the stop completes, the state of the Remote Copy relationship is changed from
Consistent Synchronized to Idling, as shown in Figure 10-107. Read/write access to both
volumes is now allowed unless you selected otherwise.

mcr-atl-cluster-01 > Copy Services > Remote Copy ¥

[ = New Consistency Group PP Mew Relationship = Actions = L v I
Name State Master Volume Awdaliary Volume
i A .
= J"j’f Not in a Group
rerell Idling FlazhWel FlaghMirror
* rerelt Consistent Synchronized Source_FC Target_GMW

alf
k4

Figure 10-107 Remote Copy relationship stop completes

Starting a stand-alone Remote Copy relationship

The Remote Copy relationship can be started by selecting the relationship and clicking Start
from the Actions drop-down menu, as shown in Figure 10-108.

mcr-atl-cluster-01 > Copy Services > Remote Copy ¥

[ 4 New Consistency Group ﬁNew Relationship (= Actions +
Hame State Master Volume Auxiliary Volume
= ff;‘l Not in a Group

rerell R Flazhfoll FlaghMirror
“ #P Add to Consistency Group

rereld Source_FC Target_GM
[ start
L‘! ° Stop
& & Switch
@ 17 Rename
e 3 Delete Relationship
L&l @ Global Mirror Change Volumes »

B‘E [ Edit Relationship

Figure 10-108 Start a Remote Copy relationship
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When a Remote Copy relationship is started, the most important item is selecting the copy
direction. Both master and auxiliary volumes can be the primary. Make your decision that is
based on your requirements and click Start Relationship. In our example, choose the master
volume to be the primary, as shown in Figure 10-109.

Start Remote-Copy Relationship X

Select the primary (source) volume for remote-copy
relationship rcreld:

Master i= primary

Auxiliary i= primary

| [» start Relationship | | Cancel |

Figure 10-109 Choose the copy direction

Switching the direction of a stand-alone Remote Copy relationship
The copy direction of the Remote Copy relationship can be switched by selecting the

relationship and clicking Switch from the Actions drop-down menu, as shown in
Figure 10-110.

mcr-atl-cluster-01 > Copy Services > Remote Copy ¥

7 New Consistency Group ﬁNew Relationship i= Actions ¥

ame

&) ffi‘l Not in a Group

rereld ) .' nol1 FlaghMirror
#P Add to Consistency Group
rerell rce FC Target_GM
b Start
Q Stop
G'ﬁ Switch
T0 Rename

3 Delete Relationship
@ Global Mirror Change Velumes »

Edit Relat

schad

Figure 10-110 Switch Remote Copy relationship

A warning message opens and shows you the consequences of this action, as shown in
Figure 10-111 on page 532. If you switch the Remote Copy relationship, the copy direction of
the relationship becomes the opposite; that is, the current primary volume becomes the
secondary while the current secondary volume becomes the primary. Write access to the
current primary volume is lost and write access to the current secondary volume is enabled. If
it is not a disaster recovery situation, you must stop your host 1/O to the current primary
volume in advance. Make sure that you are prepared for the consequences. If so, click OK to
continue.
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Warning x

| Co yvou want to make FlashMirror the primary volume for the
remote-copy relationship rcreld?

Write access to the master volume FlashVoll will be lost and
write access to the suxilisry volume FlashMirror will be
enabled.

| Yes | | Mo |

Figure 10-111 Warning message for switching direction of a Remote Copy relationship

After the switch completes, your Remote Copy relationship is tagged (as shown in
Figure 10-112), and shows you that the primary volume in this relationship was changed.

mcr-atl-cluster-01 > Copy Services > Remote Copy ¥

3 New Consistency Group TP Mew Relatienship = Actiens +

= de:'jl Not in a Group
rereld Censistent Synchronized GE FlashWol1 Flaghiirror
* rerell Consziztent Synchronized Source_FC Targst GM

all
ke

Figure 10-112 Switch icon on the state of the relationship

Renaming a stand-alone Remote Copy relationship

The Remote Copy relationship can be renamed by selecting the relationship and clicking
Rename from the Actions drop-down menu, as shown in Figure 10-113 on page 533.
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mcr-atl-cluster-01 > Copy Services > Remote Copy ¥

I 3 New Consistency Group TP New Relationship = Actions +
e o
2 J‘:‘f_’d Not in a Group

rcrell Lanaiatent Synchronized Glﬁ FlazhWioll FlaghMirror
P Add to Consistency Group )
rcreld Synchronized Source_FC Target_GM
b start
8 0
Gla Switch

@ 17 Rename

3 Delete Relationship

L 2‘_ -
"E.l @ Glgbal Mirror Change velumes »
m Edit Relationship

Figure 10-113 Rename the Remote Copy relationship

Enter the new name for the Remote Copy relationship and click Rename.

Deleting a stand-alone Remote Copy relationship

The Remote Copy relationship can be deleted by selecting the relationship and clicking
Delete Relationship from the Actions drop-down menu, as shown in Figure 10-114.

mcr-atl-cluster-01 > Copy Services > Remote Copy *

[ 3 New Consistency Group TP New Relationship (= Actions =
Name State Master Volume Auxiliary Volume
© fff Not in 2 Group

rcreld = i=tent Synchrenized g‘ﬁ Flagh\ol FlashMirror
ﬁAdd to Consistency Group i
rocrelt ent Synchronized Source_FC Target_GM
[ start
g o:
glﬁ Switch
@ 17 Rename
T 3 Delete Relationship
L&l @ Glebal Mirrer Change Volumes »
ﬁ Edit Relationship

Figure 10-114 Delete a Remote Copy relationship

You must confirm this deletion by verifying the number of relationships to be deleted, as
shown in Figure 10-115 on page 534. Click Delete to proceed.
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Delete Relationship X

You selected 1 relationship to delete. erify the relaticnship to delete:

[...

rereld (FlashVoll -» FlashMirror)

verify the number of relationships that vou are deleting:

1]

| Delete the relationship even when the data on the target volume
iz incansistent, or if the target volume has other dependencies.

|% Delete | | Zancel |

Figure 10-115 Confirm the relationship deletion

10.4.3 Managing a Remote Copy consistency group

A Remote Copy consistency group can be managed from the Remote Copy window as well.

Creating a Remote Copy consistency group

To create a Remote Copy consistency group, click New Consistency Group, as shown in
Figure 10-116.

Behad

o

mcr-atl-cluster-01 > Copy Services > Remote Copy ¥

“% MNew Consistency Group | P New Relationship = Actions v L - I

Nam e Master Volume Auxiliary Volume

e
= j’f}j Notin a Group
rereld Consgiztent Synchrenized GE FlaghVoll FlaghMirror
rcrell Consistent Synchronized Source_FC Target_GW
rerel2 Inconsistent Copying Flazh\ol6 mirrorvolf

Figure 10-116 Create a Remote Copy consistency group
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You must enter a name for your new consistency group, as shown in Figure 10-117.

New Consistency Group

Enter a name for the consistency group:

Consistency Group Name:

A

: Mext = | | Cancel |

Figure 10-117 Enter a name for the new consistency group

You are prompted for the location of auxiliary volumes, as shown in Figure 10-118. In our
example, these volumes are on another system. Select the relevant options and from the

drop-down menu, select the correct remote system. In our example, we have only one remote

system defined. Click Next to continue.

New Consistency Group

Where are the auxiliary volumes located?

On this system

o 0On another system

mcr-atl-cluster-02 -

B

| < Back | | Mext = | | Cancel |

Figure 10-118 Remote Copy consistency group auxiliary volume location window
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You are then prompted to create an empty consistency group or add relationships to it, as
shown in Figure 10-119.

New Consistency Group x |

Do yvou want to add relationships to this group?

¥Yes, add relationships to this group

Mo, create an empty consistency group

o

| < Back | | Mext = | | Cancel |

Figure 10-119 Creating an empty consistency group

If you select No and click Finish, the wizard completes and creates an empty Remote Copy
Consistency Group. Selecting Yes prompts for the type of copy to create, as shown in
Figure 10-120.

s T e Bk B e e | B T R Nt e

New Consistency Group X

Select the type of copy that you want to create:

_Lg_‘jg Metro Mirror
5) “‘-&_""Ha Global Mirror

L& T -C".' i
“\.&_‘j {'iﬂ Global Mirror with Change Volumes

e

| = Back | | Mext = | | Cancel |

Figure 10-120 Remote Copy consistency group copy type

Choose the relevant copy type and click Next. In the following window, you can choose
existing relationships to add the new consistency group. This step is optional. Use the Cirl
and Shift keys to select multiple relationships to add. If you decide that you do not want to use
any of these relationships but you do want to create other relationships, click Next.
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However, if you already highlighted a relationship and then decide you do not want any of
these relationships, you cannot remove the relationship. You must stop the wizard and start

again, as shown in Figure 10-121.

New Consistency Group x
Select existing relationships to add to the group (optional). New relationships can be created and added to the
group on the next panel.

s 'h - Filte

Hame Master Volume Auxiliary Volume Master System Auxiliary

rereld Flash%oh FlaghMirror mer-ath-clugter-01 mcr-at-clus

rerel2 FlazhWols mirrervol? mer-ath-cluster-01 mer-at-clus

rerel Source_FC Target GM mer-ath-cluster-01 mer-ath-clus|
I Ll

4
Shewing 3 relatienzhips Selecting 1 relationzhip

A

[{Back][Next::l [Cancel]

Figure 10-121 Selecting existing relationships

The next window is optional and gives the option to create relationships to add to the
consistency group, as shown in Figure 10-122.

New Consistency Group

Select the master and auxiliary volumes for new remote copy relationships to
add to the remote-copy consistency group. (optional)

Master Auxiliary

Add

B .

[{Back][hlext::] Cancel

Figure 10-122 Creating relationships for Remote Copy consistency group
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Select the relevant Master and Auxiliary volumes for the relationship you want to create and
click Add. Multiple relationships can be defined by selecting another Master and Auxiliary
volume and clicking Add again. When you finish, click Next. The next window prompts for
whether the relationships are synchronized, as shown in Figure 10-123.

MNew Consistency Group X

Are the volumes already synchronized?

Mo, the volumes are not synchronized.

e

| < Back | | Mext = | | Cancel |

Figure 10-123 Volume synchronization

In the next window, you are asked whether you want to start copying the volumes now, as
shown in Figure 10-124.

New Consistency Group b4
Do you want to start copying now?
‘Yes, start copying now. |
Mo, do not start copying.
T
|. < Back | | Finizh | | Cancel |

Figure 10-124 Remote Consistency group start copying option
After you select this option, click Finish to create the Remote Copy Consistency Group. Click

Close to close the task window and the new consistency group is now shown in the GUI, as
shown in Figure 10-125 on page 539.
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mcr-atl-cluster-01 > Copy Services > Remote Copy ¥

[ & New Consistency Group ﬁNew Relationship  §= Actions

BEhad

-

J"jjj" Not in a Group

rerell

rcrelt

{’—% RedBookTest

rerel

Congiztent Synchronized GE

Consiztent Synchronized

Consistent Synchronized

Congiztent Synchronized

Flash\oll

Source_FC

mcr-atl-cluster-01

Flash\ols

FlazhMirror

Target_GM

—smcr-ati-cluster-02

mirrarvol?

Figure 10-125 New Remote Consistency group created

In our example, we created a consistency group with a single relationship. Other Remote

Copy relationships are added to the consistency group later.

You can find the name and the status of the consistency group beside the Relationship

function icon. It is easy to change the name of consistency group by right-clicking the name,

selecting Rename and then entering a new name. Alternatively, highlight the consistency

group and select Rename from the Actions drop-down menu. Similarly, below the
Relationship function icon is the Remote Copy relationships in this consistency group. The
actions on the Remote Copy relationships can be applied here by using the Actions
drop-down menu or right-clicking the relationships, as shown in Figure 10-126.

mcr-atl-cluster-01 > Copy Services > Remote Copy ¥

= New Consistency Grou New Relationship  iZ Actions ¥
y p p

L 3
CEE
=

fjdjj Notin a Group

rereld

rereld

w_{f—.‘t "é RedBookTest

rerel2

Consistent Synchronized g

Congistent Synchronized

~ansistent Svnchronized

3 Add Relationship
b start

o Stop

@& Switch
15 Rename
# Delete

Edit Consistency Group

onized

Flashvoll

Source_FC

mor-atl-cluster-01

Flash\ole

FlazhMirror
Target_GM

—smcr-atl-cluster-02

mirrorvel?

Figure 10-126 Drop-down menu options
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Adding Remote Copy to a consistency group

The Remote Copy relationships in the Not in a Group list can be added to a consistency

group by selecting the volumes and clicking Add to Consistency Group from the Actions
drop-down menu, as shown in Figure 10-127.

L TE

e

mcr-atl-cluster-01 > Copy Services > Remote Copy ¥

[ 4 New Consistency Group ﬁNew Relationship = Actions ¥

= -
= ff_fl Not in a Group
re

T . 1ziztent Synchronized GB Flazhwol FlaghMirror
3 Add to Consistency Group
e =siztent Synchronized Source_FC Target_GM
P start
J—.‘ ° Stop nsistent Synchronized mcr-ati-cluster-01 —smicr-ati-cluster-02
rer GE Switch ziztent Synchronized FlashWolg mirrorvel?

17 Rename
3 Delete Relationship

58 Global Mirrer Change Volumes  »

Figure 10-127 Add Remote Copy relationships to a consistency group
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You must choose the consistency group to which to add the Remote Copy relationships.
Based on your requirements, select the appropriate consistency group and click Add to
Consistency Group, as shown in Figure 10-128.

Add Relationship to Consistency Group X

Select the consistency group to move the relationship rcreld

Consistency Group |RedBookTest| =

| Add to Consistency Group | | Cancel |

Figure 10-128 Choose the consistency group to add the remote copies

Your Remote Copy relationships are now in the consistency group that you selected.
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Starting a consistency group

The Remote Copy relationship can be started by clicking Start from the Actions drop-down

menu, as shown in Figure 10-129 on page 541.

mcr-atl-cluster-01 > Copy Services > Remote Copy ¥

3 New Consistency Group ﬁ”,\, Relationship

i= Actions ¥

fff Not in a Group

rereld Congsistent Synchronized EE FlazhVol1
I . I [S] m RerRonkTast Zonsistent Synchronized mcr-atl-cluster-01
N ~dd Relationship
L‘! rorel2 tonsistent Synchronized Flashvolg
P Start
rereld tonsistent Synchronized Source_FC
@ @ stop
g'ﬁ Switch
L&‘l 13 Rename
3 Delete
@ Edit Consistency Group
&
?“—.

FlashMirror

—smcer-ati-cluster-02

mirrgryol?

Target_GM

Figure 10-129 Start the consistency group

The consistency group starts copying data from the primary to the secondary.

Stopping a consistency group

The Remote Copy relationship can be stopped by clicking Stop in the Actions drop-down

menu, as shown in Figure 10-130.

mcr-atl-cluster-01 > Copy Services > Remote Copy ¥

[ % New Consistency Group P New Relationship = Actions ¥

> v I
Hame State Master Volume Auxiliary Volume
A 3
L= ' Not in a Group
rereld Conziztent Synchronized 'a Flashvoll FlazhMirror
I . I = '-i{t_'—"r'l RedBonkTest Consistent Synchronized mcr-ati-cluster-01 —smicr-ati-cluster-02
" @ Add Relationship
L‘! re, Consistent Synchronized FlashVols mirrorvol?
b start . :
e, Conszigtent Synchronized Source_FC Target_GM
@ @ stop
a Switch
E&T‘ 17 Rename
3 Delete
m Edit Consistency Group
&
s

Figure 10-130 Stop the consistency group
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You can allow read/write access to secondary volumes by selecting the option (as shown in
Figure 10-131) and clicking Stop Consistency Group.

Stop Remote-Copy Consistency Group XK

Do yvou want to allow read/wnrite access to the
secondary volumes for remote-copy consistency group
RedBookTest when stopping the group?

Allow =econdary read/write access

|° Stop Consistency Group | | Cancel |

Figure 10-131 Confirm consistency group stop and allow secondary read/write access

Switching a consistency group

As with the switch action on the Remote Copy relationship, you can switch the copy direction
of the consistency group. To switch the copy direction of the consistency group, click Switch
from the Actions drop-down menu, as shown in Figure 10-132.

mcr-atl-cluster-01 > Copy Services > Remote Copy *

[ % New Consistency Group P New Relationship  i= Actions ¥ L v I
Q@ JJJJJJ Not in a Group
rorell Consistent Synchronized g Flashvall FlashMirror
I ' I @ Q=i — onsistent Synchronized mer-atl-cluster-01 —smcr-ati-cluster-02
. '-qj’—“tl_@ Add Relationship
L‘! rcrel2 b Start Conziztent Synchronized FlazhVols mirrarvol?
rorel ° = Consistent Synchronized Source_FC Target_GM
op
@ g'ﬁ Switch
E&] {0 Rename
3# Delete
ﬁ Edit Consistency Group
&
?“E'F,

Figure 10-132 Switch the copy direction of a consistency group
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A warning message opens, as shown in Figure 10-133. After the switch, the primary cluster in
the consistency group changes. Write access to current master volumes is lost, while write
access to the current auxiliary volumes is enabled. This change affects host access, so make
sure that these settings are what you need, and if so, click OK to continue.

Warning | |

! Do vou want to make mer-atl-cluster-02 the primary system
for the remote-copy consistency group RedBookTest?

Write access to the master volumes in the system mcr-atl-
cluster-01 will be lost and write access to the suxiliary volumes
in the system mcr-atl-cluster-02 will be enabled.

| Yes | | No |

Figure 10-133 Warning message to confirm the switch

Removing Remote Copy relationships from a consistency group

The Remote Copy relationships can be removed from the consistency group by selecting the
Remote Copy relationships and clicking Remove from Consistency Group from the Actions
drop-down menu, as shown in Figure 10-134.

mcr-atl-cluster-01 > Copy Services > Remote Copy ¥

[ % New Consistency Group PP New Relationship  iS Actions = L -

J"j’f‘ Not in a Group
rerell Congzistent Synchronized GE FlazhVol1 FlashMirror
J—J "E RedBookTest Consistent Synchronized mcr-ati-cluster-01 —smer-ati-cluster-02
rerel2 N “——nt Synchronized FlazhVols mirrorvel?
7y Remove from Consistency Group _
rerel nt Synchronized Source_FC arget_GHM
10 Rename

3€ Delete Relationzhip

58 Global Mirror Change volumes 3

FIYT.

e

Figure 10-134 Remove Remote Copy relationships from a consistency group

Chapter 10. Copy services 543




You are prompted to confirm the Remote Copy relationships you want to delete from the
consistency group, as shown in Figure 10-135. Make sure the Remote Copy relationships
that are shown in the field are the ones that you must remove from the consistency group.
Click Remove to proceed.

Remove Relationship From Consistency Group X

You selected 1 relationship to remove from consistency group
RedBookTest.

I:n::elE

|% Remove | | Cancel |

Figure 10-135 Confirm the relationships to remove from the Remote Copy consistency group

After the removal process completes, the Remote Copy relationships are deleted from the
consistency group and displayed in the Not in a Group list.

Deleting a consistency group

The consistency group can be deleted by selecting Delete from the Actions drop-down menu,
as shown in Figure 10-136.

mcr-atl-cluster-01 > Copy Services > Remote Copy ¥

[ 3 New Consistency Group T2 New Relationship = Actions ¥ ' 4 l
o J“"jd_f’ Notin a Group

rereld Congistent Synchronized 53 FlazhVoll FlazhMirror
l . ' 1= _ij’—.% RedBookTest Consistent Synchronized mcr-ati-cluster-01 —smcr-ati-cluster-02
- ~dd Relationship . . N
L rerel2 Consistent Synchronized Flazh\ols mirrorvol7
rcrel | start Congistent Synchronized Source_FC Target_GM
@ @ stop
— g'ﬁ Switch
[&‘ 17 Rename
3 Delete
ilj Edit Consistency Group

il i

Figure 10-136 Delete a consistency group
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You must confirm the deletion of the consistency group, as shown in Figure 10-137. Click OK
if you are sure that this consistency group should be deleted.

wr

Warning

Do vou want to delete the consistency group RedBookTest?

Yes Mo

Figure 10-137 Warning to confirm deletion of the consistency group

The consistency group is deleted. Any relationships that were part of the consistency group
are returned to the Not in a Group list.
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11

External storage virtualization

In this chapter, we describe how to incorporate external storage systems into the virtualized
world of the IBM Storwize V5000. A key feature of IBM Storwize V5000 is its ability to
consolidate disk controllers from various vendors into pools of storage. In this way, the
storage administrator from a single user interface can manage and provision storage to
applications, and use a common set of advanced functions across all the storage systems
under the control of the IBM Storwize V5000.

This chapter includes the following topics:

» Planning for external storage virtualization
» Working with external storage
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11.1 Planning for external storage virtualization

In this section, we describe how to plan for virtualizing external storage with IBM Storwize
V5000. Virtualizing the storage infrastructure with IBM Storwize V5000 makes your storage
environment more flexible, cost-effective, and easy to manage. The combination of IBM
Storwize V5000 and an external storage system allows more storage capacity benefits from
the powerful software function within the IBM Storwize V5000.

The external storage systems that are incorporated into the IBM Storwize V5000 environment
can be new systems or existing systems. The data on the existing storage systems can be
easily migrated to the IBM Storwize V5000 managed environment, as described in Chapter 6,
“Storage migration wizard” on page 237, and Chapter 7, “Storage pools” on page 295.

11.1.1 License for external storage virtualization

548

From a licensing standpoint, when external storage systems are virtualized by IBM Storwize
V5000, a per-enclosure External Virtualization license is required. For more information,
contact your IBM account team or IBM Business Partner for further assistance.

Migration: If the IBM Storwize V5000 is used as a general migration tool, the appropriate
External Virtualization licenses must be ordered. The only exception is if you want to
migrate existing data from external storage systems to IBM Storwize V5000 internal
storage because you can temporarily configure your External Storage license within 45
days. For a more than 45 day migration requirement from external storage to IBM Storwize
V5000 internal storage, an appropriate External Virtualization license must be ordered.
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You can configure the IBM Storwize V5000 licenses by clicking the Settings icon and then
clicking General — Licensing, as shown in Figure 11-1.

Welcome, superuser

mcr-atl-cluster-01 > Home > Overview ¥
|. i~ Suggested Tasks ¥ ‘
2 Fibre Channel Hosts
@ 48 Internal .
Drives -
L ~
5 MDisks 4 Poaols 6 Yolumes 1 SAS Host
- 1 External
‘, Storage System 3 iSCSI Hosts
v .
& l" Overview
{‘\L [ Settings
(Event Hotfications )}
Directory Services ) Bhe objects that need to be configured. To learn more about each object, click the icon in the
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Figure 11-1 General option

In the Advanced window, click Licensing and the Update License view opens in the right
pane, as shown in Figure 11-2.

mcr-atl-cluster-01 > Settings > General ¥

General

. Update License

p-
@’ Date and Time

Additional licenses are required to use certain system functions.

— Set Options
;-r- Hcensing FlashCopy: 2 Murmnber of enclosures
- Remote Copy: 2 Murmnber of enclosures
ﬁ Upgrade Software Easy Tier: z Murmnber of enclosures
External Wirtualization: 10 Per external enclosure

GUI Preferences

Figure 11-2 Update License window

In the Update License pane, there are two license options you can set: External Virtualization
Limit and Remote-Copy Limit. Set these license options to the limit you obtained from IBM.

For assistance with licensing questions or to purchase an External Virtualization or Remote
Copy license, contact your IBM account team or IBM Business Partner.
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11.1.2 SAN configuration planning
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External storage controllers that are virtualized by IBM Storwize V5000 must be connected
through SAN switches. A direct connection between the IBM Storwize V5000 and storage
controllers or hosts ports is not supported.

Make sure that the switches or directors are at the firmware levels that are supported by the

IBM Storwize V5000 and that the IBM Storwize V5000 port login maximums that are listed in
the restriction document are not exceeded. The configuration restrictions can be found on the
Support home page, which is available at this website:

http://www-947.ibm.com/support/entry/portal/Overview

The recommended SAN configuration is composed of a minimum of two fabrics. The ports on
external storage systems are virtualized by the IBM Storwize V5000 and the IBM Storwize
V5000 ports and are evenly split between the two fabrics to provide redundancy if one of the
fabrics goes offline.

After the IBM Storwize V5000 and external storage systems are connected to the SAN
fabrics, zoning must be implemented. In each fabric, create a zone with the four IBM Storwize
V5000 worldwide port names (WWPNSs), two from each node canister with up to a maximum
of eight WWPNSs from each external storage system.

Ports: IBM Storwize V5000 supports a maximum of 16 ports or WWPNs from an external
storage system that is virtualized.
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Figure 11-3 shows an example of how to cable devices to the SAN. Refer to this example as
we describe the zoning.

|IBM Storwize VS000
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L
DS5100
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Figure 11-3 SAN cabling and zoning example diagram

Create an IBM Storwize V5000/external storage zone for each storage system to be
virtualized, as shown in the following examples:

» Zone DS5100 controller ports A1 and B1 with all node ports 1 and 3 in the RED fabric
» Zone DS5100 controller ports A2 and B2 with all node ports 2 and 4 in the BLUE fabric

11.1.3 External storage configuration planning

External storage systems provide redundancy through various RAID levels, which prevents a
single physical disk failure from causing an MDisk, storage pool, or associated host volume
from going offline. To minimize the risk of data loss, virtualize storage systems only where
logical unit numbers (LUNs) are configured by using a RAID level other than RAID 0 (for
example RAID 1, RAID 10, RAID 0+1, RAID 5, or RAID 6).

Verify that the storage controllers to be virtualized by IBM Storwize V5000 meet the
requirements. The configuration restrictions can be found on the Support home page, which

is available at this website:
http://www-947.ibm.com/support/entry/portal/Overview

Make sure that the firmware or microcode levels of the storage controllers to be virtualized
are supported by IBM Storwize V5000.
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IBM Storwize V5000 must have exclusive access to the LUNs from the external storage
system that are mapped to it. LUNs cannot be shared between IBM Storwize V5000s or
between an IBM Storwize V5000 and other storage virtualization platforms or between an
IBM Storwize V5000 and hosts. However, different LUNs can be mapped from one external
storage system to an IBM Storwize V5000 and other hosts in the SAN through different
storage ports.

Make sure to configure the storage subsystem LUN masking settings to map all LUNSs to all
the WWPNs in the IBM Storwize V5000 storage system.

Ensure that you see the IBM Storwize V5000 Information Center and review the “Configuring
and servicing external storage system” topic before you prepare the external storage systems
for discovery by the IBM Storwize V5000 system. This Information Center can be found at this
website:

http://publib.boulder.ibm.com/infocenter/storwize/ic/index.jsp

11.1.4 Guidelines for virtualizing external storage

When external storage is virtualized by using the IBM Storwize V5000, the following
guidelines must be followed:

» Avoid splitting arrays into multiple LUNs at the external storage system level. When
possible, create a single LUN per array for mapping to the IBM Storwize V5000.

» Except for Easy Tier, do not mix MDisks that vary in performance or reliability in the same
storage pool. Always put similarly sized MDisks into one storage pool. For more
information about Easy Tier, see Chapter 9, “Easy Tier” on page 411.

» Do not leave volumes in image mode. Use image mode only to import or export existing
data into or out of the IBM Storwize V5000. Migrate such data from image mode MDisks to
other storage pools to benefit from storage virtualization.

» The use of the copy services in Storwize V5000 gives you a unified method to manage
data integrity across heterogeneous storage systems.

» The Easy Tier function is included with the IBM Storwize V5000 system. The external
storage system can benefit from this powerful storage tiering function to remove hot spots
and improve overall performance.

11.2 Working with external storage
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In this section, we describe how to manage external storage by using an IBM Storwize
V5000.

The basic concepts of managing external storage system are the same as internal storage.
IBM Storwize V5000 discovers LUNs from the external storage system as one or more
MDisks. These MDisks are added to a storage pool in which volumes are created and
mapped to hosts, as needed.
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11.2.1 Adding external storage

To add new external storage systems to the IBM Storwize V5000 virtualized environment,
complete the following steps:

1. Zone a minimum of two and a maximum of 16 Fibre Channel ports from the external
storage system with all eight Fibre Channel ports on the IBM Storwize V5000 system. As a
best practice, have two fabrics for redundancy in the SAN. Then, in each fabric, zone two
ports from each node canister in the IBM Storwize V5000 system with half the ports from
the external system. As the IBM Storwize V5000 is virtualizing your storage, hosts should
be zoned with the V5000 controllers WWPNSs.

2. By using the storage partitioning or LUN masking feature of the external storage system,
create a group that includes all eight IBM Storwize V5000 WWPNSs.

3. Create equal size arrays on the external system by using any RAID level except zero.
4. Create a single LUN per RAID array.

5. Map the LUNSs to all eight Fibre Channel ports on the IBM Storwize V5000 system by
assigning them to the group that was created in step 2.

6. Verify that IBM Storwize V5000 discovered the LUNs as unmanaged MDisks. If they do
not show up automatically, click Detect MDisk from the MDisk window of the GUI, as
described in Chapter 7, “Storage pools” on page 295. You should see the MDisks mapped
to the IBM Storwize V5000 under the respective Storage system.

7. Select the storage tier for the MDisks.

8. Create a storage pool.

9. Add the MDisks to the pool.

10.Create volumes and map them to hosts, as needed.

If the external storage systems are not new systems (that is, there is existing data on the
LUNs that must be kept after virtualization), complete the steps that are described in
Chapter 6, “Storage migration wizard” on page 237 to prepare the environment. You can then

migrate the existing data with or without the use of the wizard to IBM Storwize V5000 internal
storage or some other external storage system.

Chapter 6, “Storage migration wizard” on page 237 shows how to manually import MDisks
and migrate the data to other storage pools. Whether you migrate the data with the wizard,
you can select your destination storage pools to be internal storage pools or external storage
pools.

11.2.2 Managing external storage

The IBM Storwize V5000 provides an individual external window for managing external
storage systems.

You can access the external window by opening the Getting Started window and clicking the
External Storage System function icon. Extended help information for external storage
appears. Click Physical Storage and the external window opens.
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Figure 11-4 shows how to access the External Storage window from the Getting Started

window.
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Figure 11-4 Access the External Storage window from the Getting Started window

The other method to access the external window is to use the Physical Storage function icons

that are shown in the left pane, as shown in Figure 11-5.
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Figure 11-5 Access the External window from the Getting Started window
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The External window (see Figure 11-6) gives you an overview of all your external storage
systems. There is a list of the external storage systems on the left side of the window. With
the help of the filter, you can show only the external storage systems on which you must act.
If you click and highlight the external storage system, detailed information is shown in the
right pane, including all the MDisks that are provided by it.

mer-atl-cluster-01 = Pools = External Storage ¥

[ {3 Detect Mbisks  i= Actions ¥
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mdisk5 EIJ Qnline 10000 GB  Unmanaged controllern 0000000000000001
mdisk2 _ﬁJ Qnling 5000 GH  Image MigrationPool_&192 controllerd 0000000000000000

Figure 11-6 External Storage window

On the right side of the window, you can change the name of external storage system by
clicking the name beside the picture of the external storage box. The status of the external
storage system and its WWPN can also be found under the name.

From the Actions drop-down list (which is found at the top of the name of external storage on
the right part of the External window), you can find the Show Dependent Volumes option, as
shown in Figure 11-7.

mcr-atl-cluster-01 > Pools > External Storage «
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+
[M Add to Paol apaci Mode orage Pool orage System N
& remove from Pool
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mdisk5 % Include Excluded MDisk 100.00 GB Unmanaged corntrolierd 0000000000000001
mdisk2 "E Select Tier 50.00 GB Image MigrstionPool_51392 controlierd 0000000000000000
5 RALD Actions
15 Rename

ﬁ—?-ﬁ Show Dependent Yolumes |
Iﬁ Properties

Figure 11-7 Show Dependent Volumes option in the Actions drop-down menu

Clicking the Show Dependent Volumes option shows you the volumes in this external
storage system, as shown in Figure 11-8.
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Figure 11-8 Volumes dependent on external storage
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In the window that is shown in Figure 11-8 on page 555, you can take volume actions,
including Map to Host, Shrink, Expand, Migrate to Another Pool, and Volume Copy Actions,
as shown in Figure 11-9.
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Showing 3 volumes | Selecting 1 volume (20.00 GB)
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Figure 11-9 Actions that you can take with volumes

One of the features of the IBM Storwize V5000 storage system is that it can be used as a data
migration tool. In the IBM Storwize V5000 virtualization environment, you can migrate your
application data nondisruptively from one internal or external storage system to another
storage system, which makes storage management much simpler with less risk.

Volume copy is another key feature that you can benefit from by using IBM Storwize V5000
virtualization. Two copies can be applied to your data to enhance the availability for a critical
application. A volume copy can be also used to generate test data or data migration.

For more information about the volume actions of the IBM Storwize V5000 storage system,
see Chapter 8, “Advanced host and volume administration” on page 349.

Returning to the External window, you discover an MDisk menu on the right, including an
MDisk list that shows the MDisks that are provided by this external storage system. You can
find the name of an MDisk, its capacity, the storage pool, and the storage system it belongs to
in the list. The actions on MDisks can also be made through the menu, including Detect
MDisks, Add to Pool, and Import. This menu is the same as the one in the MDisks window.

Implementing the IBM Storwize V5000



Figure 11-10 shows the MDisk menu for the external storage window.
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Figure 11-10 MDisk menu in the External window

11.2.3 Removing external storage

If you want to remove the external storage systems from the IBM Storwize V5000 virtualized
environment, you have the following options:

» If you want to remove the external storage systems and discard the data on it, complete
the following steps:

a. Stop any host I/0 on the volumes.

b. Remove the volumes from the host file system, logical volume, or volume group, and
remove the volumes from the host device inventory.

c. Remove the host mapping of volumes and the volumes on IBM Storwize V5000.

d. Remove the storage pools to which the external storage systems belong, or you can
keep the storage pool and remove the MDisks of the external storage from the storage
pools.

e. Unzone and disconnect the external storage systems from the IBM Storwize V5000.

f. Click Detect MDisks to make IBM Storwize V5000 discover the removal of the external
storage systems.

» If you want to remove the external storage systems and keep the volumes and their data
on the IBM Storwize V5000, complete the following steps:

a. Migrate volumes and their data to the other storage pools that are on IBM Storwize
V5000 internal storage or other external storage systems.

b. Remove the storage pools to which the external storage systems belong, or you can
keep the storage pools and remove the MDisks of the external storage from the
storage pools.

c. Unzone and disconnect the external storage systems from the IBM Storwize V5000.

d. Click Detect MDisks to make IBM Storwize V5000 discover the removal of the external
storage systems.
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» If you want to remove the external storage systems from IBM Storwize V5000 control and
keep the volumes and their data on external storage systems, complete the following
steps:

a. Migrate volumes and their data to the other storage pools that are on IBM Storwize
V5000 internal storage or other external storage systems, as described in Chapter 6,
“Storage migration wizard” on page 237.

b. Remove the storage pools to which the external storage systems belong, or you can
keep the storage pools and remove the MDisks of the external storage from the
storage pools.

c. Export volumes to image mode with the MDisks on the external storage systems. For
more information about the restrictions and prerequisites for migration, see Chapter 6,
“Storage migration wizard” on page 237.

You also must record pre-migration information; for example, the original SCSI IDs the
volumes used to be mapped to hosts. Some operating systems do not support
changing the SCSI ID during the migration. For more information about migration, see
the IBM Storwize V5000 Information Center at this website:

http://publib.boulder.ibm.com/infocenter/storwize/ic/index.jsp
d. Unzone and disconnect the external storage systems from the IBM Storwize V5000.

a. Click Detect MDisks to make IBM Storwize V5000 discover the removal of the external
storage systems.
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12

RAS, monitoring, and
troubleshooting

There are various ways to monitor and troubleshoot the IBM Storwize V5000. In this chapter,
we show the ways in which the IBM Storwize V5000 can be administered from a monitoring
and troubleshooting point of view.

This chapter includes the following topics:

Reliability, availability, and serviceability on the IBM Storwize V5000
IBM Storwize V5000 components

Configuration backup procedure

Upgrading software

Event log

Collecting support information

Powering on and shutting down IBM Storwize V5000
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12.1 Reliability, availability, and serviceability on the IBM
Storwize V5000

560

This section describes the Reliability, Availability, and Serviceability (RAS) features of IBM
Storwize V5000 monitoring and troubleshooting. RAS features are important concepts in the
design of the IBM Storwize V5000. Hardware and software features, design considerations,
and operational guidelines all contribute to make the IBM Storwize V5000 reliable.

Fault tolerance and a high level of availability are achieved by the following features:

>

>
>
>
>

The RAID capabilities of the underlying disk subsystems.

The compass architecture that is used by the IBM Storwize V5000 nodes.
Auto-restart of nodes that are hung.

Battery units to provide cache memory protection in the event of a site power failure.
Host system multipathing and failover support.

High levels of serviceability are achieved by providing the following benefits:

>

>

>

>

Cluster error logging

Asynchronous error notification

Dump capabilities to capture software detected failures

Concurrent diagnostic procedures

Directed maintenance procedures

Concurrent log analysis and memory dump data recovery tools
Concurrent maintenance of all IBM Storwize V5000 components
Concurrent upgrade of IBM Storwize V5000 Software and microcode
Concurrent addition or deletion of a node canister in a cluster
Software recovery through the Service Assistant Tool

Automatic software version correction when a node is replaced
Detailed status and error conditions that are displayed via the Service Assistant Tool

Error and event notification through Simple Network Management Protocol (SNMP),
syslog, and email

Node canister support package gathering via USB, in case of network connection problem

At the heart of the IBM Storwize V5000 is a redundant pair of node canisters. The two
canisters share the data transmitting and receiving load between the attached hosts and the
disk arrays.
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12.2 IBM Storwize V5000 components

This section describes each of the components that make up the IBM Storwize V5000
system. Components are described in terms of location, function, and serviceability.

12.2.1 Enclosure midplane assembly

The enclosure midplane assembly is the unit that contains the node or expansion canisters
and the power supply units. The enclosure midplane assembly initially is generic and
configured as a control enclosure midplane or an expansion enclosure midplane. During the
basic system configuration, Vital Product Data (VPD) is written to the enclosure midplane
assembly, which decides whether the unit is a control enclosure midplane or an expansion
enclosure midplane.

Control enclosure midplane

The control enclosure midplane holds node canisters and the power supply units. The control
enclosure midplane assembly has specific VPD, such as, WWNN 1, WWNN 2, machine type
and model, machine part number, and serial number. The control enclosure midplane must
be replaced only by a trained service provider. After a generic enclosure midplane assembly
is configured as a control enclosure midplane, it is no longer interchangeable with an
expansion enclosure midplane.

Expansion enclosure midplane

The expansion enclosure midplane holds expansion canisters and the power supply units.
The expansion enclosure midplane assembly also has specific VPD, such as, machine type
and model, machine part number, and serial number. After a generic enclosure midplane
assembly is configured as an expansion enclosure midplane, it is no longer interchangeable
with a control enclosure midplane. The expansion enclosure midplane must be replaced only
by a trained service provider.

Figure 12-1 shows back of the Enclosure Midplane Assembly.

Figure 12-1 Rear view of Enclosure Midplane Assembly

For more information about replacing the control or expansion enclosure midplane, see the
IBM Storwize V5000 Information Center at this website:

http://pic.dhe.ibm.com/infocenter/storwize/V5000 ic/index.jsp
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12.2.2 Node canisters: Ports and LED

562

There are two node canister slots along the top of the unit. The left slot is canister 1 and the
right slot is canister 2.

Figure 12-2 shows the back of a fully equipped node enclosure.

Figure 12-2 Node canister

USB ports

There are two USB connectors side-by-side and they are numbered as 1 on the left and as 2
on the right. There are no indicators that are associated with the USB ports. Figure 12-3
shows the USB ports.
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Figure 12-3 Node Canister USB ports

Ethernet ports

There are two 10/100/1000 Mbps Ethernet ports side-by-side on the canister and they are
numbered 1 on the left and 2 on the right. Port 1 is required and port 2 optional. The ports are
shown in Figure 12-4.

Figure 12-4 Node canister Ethernet ports
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Each port has two LEDs and their status is shown in Table 12-1.

Table 12-1 Ethernet LEDs status

LED Color Meaning

Link state Green On: There is an Ethernet link.

Activity Yellow Flashing: There is activity on the link.
SAS ports

There are four 6-Gbps Serial Attached SCSI (SAS) ports side-by-side on the canister. They
are numbered 1 on the left to 4 on the right. IBM Storwize V5000 uses port 1 and 2 for host
connectivity and ports 3 and 4 to connect optional expansion enclosure. The ports are shown
in Figure 12-5.
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Figure 12-5 Node canister SAS ports
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The SAS LED status meanings are described in Table 12-2.

Table 12-2 SAS LED Status

State Meaning

green Indicates at least one of the SAS lanes on this connector are operational.
If the light is off when it is connected, there is a problem with the connection.

amber If the light is on, one of the following errors occurred:

» One or more (but not all) of the four lanes are up for this connector (if none
of the lanes are up, the activity light is off)

» One or more of the up lanes are running at a different speed to the others

» One or more of the up lanes are attached to a different address to the others
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IBM Storwize V5000 uses SFF-8644 mini-SAS HD connector cable to connect enclosures, as
shown in Figure 12-6.

Figure 12-6 Mini-SAS HD SFF 8644 connector

Battery status
Each node canister stores a battery, the status of which is displayed on three LED on the
back of the unit, as shown in Figure 12-7.
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Figure 12-7 Node canister battery status

The battery indicator status meanings are described in Table 12-3.

Table 12-3 Battery indicator on Node canister

Color Name Definition

Green (left) Battery Status » Fast flash: Indicates that the battery is charging and
has insufficient charge to complete a single memory
dump.

» Flashing: Indicates that the battery has sufficient
charge to complete a single memory dump only.

» Solid: Indicates that the battery is fully charged and has
sufficient charge to complete two memory dumps.

Amber Fault Indicates a fault with the battery.

Green (right) Battery in use Indicates that hardened or critical data is writing to disk.
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Canister status
The status of each canister is displayed by three LEDs, as shown in Figure 12-8.
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Figure 12-8 System status indicator

The system status LED meanings are described in Table 12-4.

Table 12-4 System status indicator

Color Name Definition

Green (left) System Power » Flashing: The canister is in standby mode in which
case IBM Storwize V5000 is not running.

» Fast flashing: The cannister is running a self test.

» On: The cannister is powered up and the IBM Storwize
V5000 code is running.

Green (mid) System Status » Off: There is no power to the canister, the canister is in
standby mode, Power On SelfTest (POST) is running
on the canister, or the operating system is loading.

» Flashing: The node is in candidate or service state; it
cannot perform I/O. It is safe to remove the node.

» Fast flash: A code upgrade is running.

» On: The node is part of a cluster.

Amber Fault » Off: The node is in candidate or active state. This state
does not mean that there is no hardware error on the
node. Any error that is detected is not severe enough to
stop the node from participating in a cluster (or there is
no power).

» Flashing: Identifies the canister.

» On: The node is in service state, or there is an error
that is stopping the software from starting.
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12.2.3 Node canister replaceable hardware components

566

The IBM Storwize V5000 node canister contains the following customer-replaceable
replaceable components:

» Host Interface Card
» Memory
» Battery

Figure 12-9 shows the location of these parts within the node canister.

- -

& g ——

Figure 12-9 Node canister customer replaceable parts

Host interface card replacement
For more information about the replacement process, see the IBM Storwize V5000
Information Center at this website:

http://pic.dhe.ibm.com/infocenter/storwize/V5000 ic/topic/com.ibm.storwize.V5000.6
41.doc/V5000_rplc_hic.htm

At the website, browse to Troubleshooting Removing and replacing parts — Replacing
host interface card.
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The host interface card replacement is shown in Figure 12-10.

Memory replacement

For more information about the memory replacement process, see the IBM Storwize V5000
Information Center at this website:

http://pic.dhe.ibm.com/infocenter/storwize/V5000 ic/topic/com.ibm.storwize.V5000.6
41.doc/V5000_rplc_nodecan_dimm.htm]

At the website, browse to Troubleshooting Removing and replacing parts — Replacing
the node canister memory (2x 4 GB DIMM).
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Figure 12-11 shows the memory location.

Figure 12-11 Memory replacement

Battery Backup Unit replacement

Caution: The battery is a lithium ion battery. To avoid possible explosion, do not incinerate
the battery. Exchange the battery only with the part that is approved by IBM.

Because the Battery Backup Unit (BBU) is seated in the node canister, the BBU replacement
leads to a redundancy loss until the replacement is completed. Therefore, it is recommended
to replace the BBU only when advised to do so. It is also recommended to follow the Directed
Maintenance Procedures (DMP).

For more information about how to replace the BBU, see the Information Center at this
website:

http://pic.dhe.ibm.com/infocenter/storwize/V5000 ic/topic/com.ibm.storwize.V5000.6
41.doc/V5000_rplc_batt nodecan.html

At the website, browse to Troubleshooting Removing and replacing parts — Replacing
battery in a node canister.
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Complete the following steps to replace the BBU:
1. Grasp the blue touch points on each end of the battery, as shown in Figure 12-12.

Figure 12-12 BBU replacement: Step 1

2. Lift the battery vertically upwards until the connectors disconnect.

Important: During a BBU change, the battery must be kept parallel to the canister
system board while it is removed or replaced, as shown in Figure 12-13. Keep equal
force, or pressure, on each end.

Figure 12-13 BBU replacement: Step 2
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12.2.4 Expansion canister: Ports and LED

There are two expansion canister slots along with top of the unit.

SAS ports

SAS ports are used to connect the expansion canister to the node canister or to an extra
expansion in the chain. Figure 12-14 shows the SAS ports that are on the expansion canister.

Figure 12-14 Expansion canister SAS ports

The meaning of the SAS port LEDs is described in Table 12-5.

Table 12-5 SAS LED status meaning

State Meaning

Green Indicates at least one of the SAS lanes on these connectors are operational.
If the light is off when connected, there is a problem with the connection.

Amber If the light is on, one of the following errors occurred:

» One or more (but not all) of the four lanes are up for this connector (if none
of the lanes are up, the activity light is off).

» One or more of the up lanes are running at a different speed to the others.

» One or more of the up lanes are attached to a different address to the
others.

Canister status
Each expansion canister has its status displayed by three LEDs, as shown in Figure 12-15.

Figure 12-15 Enclosure canister status
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The LED status is described in Table 12-6.

Table 12-6 Enclosure canister status

Color Name Definition

Green (left) Power Indicates that the canister is receiving power.

Green (mid) Status If the light is on, the canister is running normally.
If the light is flashing, there is an error communicating with
the enclosure.

Amber Fault If the light is solid, there is an error logged against the

canister or the firmware is not running.

12.2.5 Disk subsystem

The IBM Storwize V5000 disk subsystem is made up of control and expansion enclosures.
The system can have one or two control enclosures, with each control enclosure attaching to

up to six expansion enclosures. Each enclosure contains the drives that are based on the

enclosure type.

This section describes the parts of the disk subsystem.

SAS cabling

Expansion enclosures are attached to control enclosures by using SAS cables. There are two
supported SAS chains and up to three expansion enclosures can be attached to each chain.
The node canister uses SAS ports 3 and 4 for enclosures while ports 1 and 2 for host

connectivity.

Important: When an SAS cable is inserted, ensure that the connector is oriented correctly
by confirming that the following conditions are met:

» The pull tab must be below the connector.

» Insert the connector gently until it clicks into place. If you feel resistance, the connector
is probably oriented the wrong way. Do not force it.

» When inserted correctly, the connector can be removed only by pulling the tab.

The expansion canister has SAS port 1 for channel input and SAS port 2 for output to connect

another expansion enclosure.
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The SAS cabling is shown in Figure 12-16.

Figure 12-16 SAS cabling for single I/O Group)

A strand starts with an SAS initiator chip inside an IBM Storwize V5000 node canister and
progresses through SAS expanders, which connect disk drives. Each canister contains an
expander. Each drive has two ports, each of which is connected to a different expander and
strand. This configuration means both nodes directly access each drive and there is no single
point of failure.

At system initialization when devices are added to or removed from strands (and at other
times), the IBM Storwize V5000 Software performs a discovery process to update the state of
the drive and enclosure objects.
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Slot numbers in enclosures

The IBM Storwize V5000 is made up of enclosures. There are four types of enclosures, as

described in Table 12-7.

Table 12-7 Enclosure slot numbering

Enclosure type Number of slots

Enclosure 12x 3.5-inch drives: Enclosure with 12 slots.
» Control enclosure 2077-12C

» Expansion enclosure 2077-12E

Enclosure 24x 2.5-inch drives:
» Control enclosure 2077-24C

» Expansion enclosure 2077-24E

Array goal

Each array has a set of goals that describe the wanted location and performance of each
array member. A sequence of drive failures and hot spare takeovers can leave an array
unbalanced; that is, with members that do not match these goals. The system automatically

rebalances such arrays when appropriate drives are available.

RAID level

An IBM Storwize V5000 supports the RAID 0, RAID 1, RAID 5, RAID 6, or RAID 10. Each

RAID level is described in Table 12-8.

Table 12-8 RAID levels that are supported by an IBM Storwize V5000

RAID | Where data is striped Drive count
level (Min - Max)
0 Arrays have no redundancy and do not support hot-spare takeover. 1-8
1 Provides disk mirroring, which duplicates data between two drives. A 2
RAID 1 array is internally identical to a two-member RAID 10 array.
5 Arrays stripe data over the member drives with one parity strip on every | 3-16
stripe. RAID 5 arrays have single redundancy with higher space
efficiency than RAID 10 arrays, but with some performance penalty.
RAID 5 arrays can tolerate no more than one member drive failure.
6 Arrays stripe data over the member drives with two parity strips on every | 5-16
stripe. A RAID 6 array can tolerate any two concurrent member drive
failures.

Chapter 12. RAS, monitoring, and troubleshooting 573



RAID | Where data is striped Drive count
level (Min - Max)
10 Arrays stripe data over mirrored pairs of drives. RAID 10 arrays have 2-16
single redundancy. The mirrored pairs rebuild independently. One
member out of every pair can be rebuilding or missing at the same time.
RAID 10 combines the features of RAID 0 and RAID 1.
Disk scrubbing

The scrub process runs when arrays do not have any other background processes. The

process checks that the drive logical block addresses (LBAs) are readable and array parity is
synchronized. Arrays are scrubbed independently and each array is entirely scrubbed every

seven days.

Solid-state drives

Solid-state drives (SSDs) are treated no differently by an IBM Storwize V5000 than hard disk
drives (HDDs) concerning RAID arrays or MDisks. The SSDs in the storage that are managed
by the IBM Storwize V5000 are combined into an array, usually in RAID 10 or RAID 5 format.
It is unlikely that RAID 6 SSD arrays are used because of the double parity impact, with two

SSD logical drives that are used for parity only.

12.2.6 Power supply unit

574

All enclosures require two power supply units (PSUs) for normal operation. A single PSU can

power the entire enclosure for redundancy.

Figure 12-17 shows the power supplies.

Figure 12-17 Power supply

The left side PSU is numbered 1 and the right side PSU is numbered 2.
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PSU LED indicator
The indicators are the same for the control and expansion unit.

Figure 12-18 shows the PSU LED Indicators.

= woNn

Figure 12-18 PSU LED Indicators

Table 12-9 shows the colors and meaning of the LEDs.

Table 12-9 PSU LED definitions

Position Color Marking Name Definition
1 Green In AC Status Main power is delivered
2 Green DC DC Status DC power is available
3 Amber Faultexclamation | Fault Fault on PSU
mark
4 Blue OK Service action N/A
that is allowed
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12.3 Configuration backup procedure

If there is a serious failure that requires the system configuration must be restored, the
configuration backup file must be used. The file contains configuration data such as, arrays,
pools, and volumes (but no customer applications data). The backup file is updated by the
cluster every day.

Even so, it is important to save the file after you change your system configuration, which
requires a command-line interface (CLI) connection to start manual backup.

Regularly saving a configuration backup file on the IBM Storwize V5000 is important and it
must be done manually. Download this file regularly to your management workstation to
protect the configuration data (a best practice is to automate this download procedure by
using a script and saving it daily on a remote system).

12.3.1 Generating a configuration backup by using the CLI

To generate a configuration backup by using the CLI, run the svcconfig backup command, as
shown in Example 12-1.

Example 12-1 Example for backup CLI command

svcconfig backup

The progress of the command is detected by dots, as shown in Example 12-2.

Example 12-2 Backup CLI command progress and output

..................................................................................
..................................................................................

....................

CMMVC6155I SVCCONFIG processing completed successfully

The svcconfig backup command creates three files that provide information about the
backup process and cluster configuration. These files are created in the /tmp directory on the
configuration node and are listed on the support view.

The three files that are created by the backup process are described Table 12-10.

Table 12-10 File names that are created by the backup process

File name Description
svc.config.backup.xml This file contains your cluster configuration data.
svc.config.backup.sh This file contains the names of the commands that were

issued to create the backup of the cluster.

svc.config.backup.log This file contains details about the backup, including any
error information that might be reported.
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12.3.2 Downloading a configuration backup by using the GUI

To download a configuration backup file by using the GUI, complete the following steps:

1. Click the Settings icon and then click Support, as shown in Figure 12-19.

.
11 n Overview
[ sefings
-

Settings py

Figure 12-19 Configuration backup open support view

2. Select the configuration node on the support view, as shown in Figure 12-20.

mcr-atl-cluster-01 > Settings > Support +

|e Download Support Package CIMOM Logging Level: Low

Looking for individual log files? Show full log listing...

Figure 12-20 Configuration backup select configuration node

3. Select the Show full log listing... option (as shown in Figure 12-21) to list all of the
available log files that are stored on the configuration node.

o Dawnload Suppart Package

Download Support Package X

Select the type of support package to download, This package can
be several hundred megabytes.

o Standard logs
standard logs plus one existing statesave
Standard logs plus most recent statesave from each node

Standard logs plus new statesaves

|e Download | | Cancel |

Figure 12-21 Support package selection
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4. Search for a file named /dumps/svc.config.backup.xml_*, as shown in Figure 12-22.
Select the file, right-click it, and then select Download.

IBM Storwize ¥5000 -

mcr-atl-cluster-01 > Settings = Support ¥

[o Download Support Package ]

i= Actions w =

JdumpsFE05031-1.tre
Jdumpsiethernet.7805031-1.stats
Jdumps/ethernet.7805031-1.trc
fdumps/sve.config.cron.bak_7 30
Jdumpsisvc.config.cron.log_780
fdumps/svc.config.cron.sh_7805

fdumps/sve.config.cron.sxmi_7805031-1

L Delete

File'Hame

Figure 12-22 Configuration backup start download

5. Save the configuration backup file on your management workstation where it can be found

easily, as shown in Figure 12-23.

IBM Storwize Y5000

mcr-atl-cluster-01 > Settings > Support ¥

[o Download Support Package ]

iZ Actions ¥ -
Idumps/T305031-1.trc
!dumps/ethernet.7§05031-1.stats
!dumps/ethernet.7805031-1.trc
/dumps/suc.config.cron.bak_7§05031-1
!dumps/suc.config.cron.log_7805031-1
!dumps/suc.config.cron.sh_7§05031-1
Idumps/suc.config.cron.xml_7§05031-1

Opening svo.config.cron.bak_7805031-1

You hawve chosen to open
|| swe.config.cron.bak_7805031-1

wihich is & bak_TB05031-1 File
from: https://9.174.161.119

What should Firefox do with this file?

1 Opernwith

@

Save File

[7] Do this autarnatically for files like this frorm now on,

QK

Cancel

CEEhad

Figure 12-23 Configuration backup save file
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Even if the configuration backup file is updated automatically, it might be of interest to verify
the time stamp of the actual file. Therefore, the /dumps/svc.config.backup.xml_xx file must
be opened with an editor, such as, WordPad, as shown in Figure 12-24.

Welcome, superuser

mcr-atl-cluster-01 > Settings > Support ¥

|© Download Support Package |

Opening svc.config.cron.bak_T805031-1 Choose Helper Application [=]
i= actions v [E ¥ You have chosen to open bak_7805031-1 File
[FileRame === svc.config.cron.bak 7805031-1 svconfig.cron.bak T803031-1 =
/dUMpsAB05031-1.trc which i 2 hak_7805031-1File e s wn e
/dumpsiethernet. 7305031 -1.stats from: httpsi//9.174.162.129 [ | T -
Motepad
!dumps/ethernet.7505031-1.trc “ithat should Firefox do with this file?

Jdumps/isvc_configcronbak_7805031-1  Other. Eﬁ Microsaft Office 2010

/dumps/sve.config.crondog_7805031-1

() Sawe File
/dumpsisvc.config.cron.sh_7605031-1 Ex Windows Photo Viewer

@ Snagit Editor

=

m

!dumps/svec.config.cronxml_7805031-1 Do this autormatically for files like this from now on,

mehad

0K

| Windows Wordpad Application L4

N -

[ Browse.. | [ oc ][ canca |

| |
B
.

Figure 12-24 Open backup XML file with WordPad

Open the /dumps/svc.config.backup.xml_xx file with an editor (we used WordPad) and
search for the string timestamp=, which is found near of the top of the file. Figure 12-25 shows
the file that is opened and the time stamp information in it.

TOTTT

»

<IDOCTYPE sml [ M
<IELEMENT 3ml { ohject* ) = B
<1ATTLIAT »ml label CDATA "™ >
<IATTLIST xml timestamp CDATA "" »
<IATTLIAT sl version CDATA "' =
<lELEMENT object ( property* ) »
<IATTLIST chject type CDATA #REQUIRED
<|ELEMENT property { #PCDATA ) »
<IATTLIST property name CDATA #REQUIR
<lATTLIAT property value CDATA "" »
1 =

<l
lahel="Configquration Back-up"
version="710"
file version="1.206.9.48"
=42013/05/20 01:00:09 BRT" »

<l-- cluster section --»

<pbject type="cluster" > <
1 1 | b

Figure 12-25 Timestamp in backup XML file
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12.4 Upgrading software
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The system upgrade process involves the upgrading of your entire IBM Storwize V5000

environment.

Allow sufficient time to plan your tasks, review your preparatory upgrade tasks, and complete
the upgrade of the IBM Storwize V5000 environment. The upgrade procedures can be divided
into these general processes. Table 12-11 shows the software upgrade tasks.

Table 12-11 Software upgrade tasks

Sequence

Upgrade tasks

1

Decide whether you want to upgrade automatically or manually. During an automatic
upgrade procedure, the clustered system upgrades each of the nodes systematically.
The automatic method is the preferred procedure for upgrading software on nodes.
However, you can upgrade each node manually.

Ensure that CIM object manager (CIMOM) clients are working correctly. When
necessary, upgrade these clients so that they can support the new version of IBM
Storwize V5000 code.

Ensure that multipathing drivers in the environment are fully redundant. If you
experience failover issues with multipathing driver support, resolve these issues
before you start normal operations.

Upgrade other devices in the IBM Storwize V5000 environment. Examples might
include upgrading hosts and switches to the correct levels.

Upgrade your IBM Storwize V5000.

Important: The amount of time it takes to perform an upgrade can vary depending on the
amount of preparation work that is required and the size of the environment. Generally,
allow more than two hours for an upgrade if you have two I/O Groups.

Some code levels support upgrades only from specific previous levels. If you upgrade to more
than one level above your current level, you might be required to install an intermediate level.

Important: Ensure that you have no unfixed errors in the log and that the system date and
time are correctly set. Start the fix procedures, and ensure that you have fix any
outstanding errors before you attempt to concurrently upgrade the code.
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12.4.1 Upgrading software automatically

During the automatic upgrade process, each node in the system upgrades individually and
the new code is staged on the nodes. While each node restarts, there might be some
degradation in the maximum /O rate that can be sustained by the system. After all of the
nodes in the system are successfully restarted with the new code level, the new level is
automatically committed.

The upgraded node is temporarily unavailable and all I/O operations fail to that node. As a
result, the I/O error counts increase and the failed 1/0 operations are directed to the partner
node of the working pair. Applications do not see any I/O failures. When new nodes are
added to the system, the upgrade package is automatically downloaded to the new nodes
from the IBM Storwize V5000 system.

The upgrade can be performed concurrently with normal user I/O operations. However, there
is a possibility that performance might be affected.

Multipathing requirement

Before you upgrade, ensure that the multipathing driver is fully redundant with every path that
is available and online. You might see errors that are related to the paths, which go away
(failover) and the error count that increases during the upgrade. When the paths to the nodes
return, the nodes fall back to become a fully redundant system. After an approximate
30-minute delay, the paths to the other node fail.

12.4.2 GUI upgrade process
The automatic upgrade process is started in the GUI by starting the Upgrade wizard, as

shown in Figure 12-26. Browse to Settings — General — Upgrade Software — Launch
Upgrade wizard.

A\

mcr-atl-cluster-01 > Settings > General =

General

L : _ _
Q Date and Time Current software level: Version 7.1.0.0 (build 79.5.1305211000)

Upgrade Software

Licensing Check for Updates | Checking for updates...

#
e

‘ L' Upgrade Software
2 -:MS GUI Preferences

Figure 12-26 Start Upgrade wizard

| Launch Upgrade Wizard |
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As a first step, the Upgrade test utility must be downloaded from the Internet (the link is
provided within the panel). If the tool was downloaded and stored on the management station,
it can be uploaded, as shown in Figure 12-27.

ftware
&) File Upload =<
mare level: Yersion 7.1.0.0 (huild 79.5.13052110 -
(I [ v Storwize CODE » CODE - |+, || searen conEe A
Fdatas Unable to contact upgrade server, If this| Organize * Mew folder == o« [l g
package and manually install it on the = —
- Marne Date rnodified Type Size
fade wizard | = )
Upgrade Package | | | 1BM2077_INSTALL_T.10.0 5/23/2013 420PM D File 31
) | | IBM2077_IMNSTALL upgradetest 10.2 572472013 10:35 Ak 2 File
Download the upgrade test utility, This utility c -
rmight prevent the upgrade from completing 3
Download
=
After the download compla@@*Cpload the upagr. |
Click Browse and g F
L]
E
[
-t n
File name: IBM2077 INSTALL upgradetest 10 « |AII Files {(**) v|
[ Open ] | Cancel |

Figure 12-27 Download Upgrade test utility

A confirmation panel opens, as shown in Figure 12-28.

Upgrade Package

Download the upgrade test utility. This utility checks for known issues which
might prevent the upgrade from completing successfully.
Download

The upload of the package
IBM2077_INSTALL_upgradetest_10.2-1369389629348.2 is complete.

Click Next to install the upgrade test utility.

MNext = Cancel

Figure 12-28 Upload test utility completed

The version to which the system should be upgraded must be entered in step 2 of the wizard.
By default, the latest code level (at the time of writing) is shown, as shown in Figure 12-29.

Upgrade Package

The latest available upgrade version is (2).

Enter the version that you want to upgrade to. The upgrade test utility checks
the system to ensure it is ready for an upgrade to this version.

7.1.0.0]

Click Next to run the upgrade test utility.

< Back Mext > Cancel

Figure 12-29 Enter version to be checked by tool

Important: You must choose the correct code level because you cannot recheck this
information later. The version that is selected is used throughout the rest of the process.
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Figure 12-30 shows the panel that indicates the background test task is running.

Upgrade Package

Upgrade test utility output:

svcupgradetest wversion B8.1&

Please wait, the test may take sewveral minutes to complete.

< Back

Click Mext to check for any dependent volumes and to proceed with the upgrade.

Step 3of5 X

Cancel

Figure 12-30 Wait utility to complete

The utility can be run as many times as necessary on the same system to perform a

readiness check in preparation for a software upgrade.

Next, the code must be downloaded. If the code was downloaded to the management station,
it can be directly uploaded, as shown in Figure 12-31. Verify that the correct code file is used.

@Qv‘ | v Storwize CODE » CODE

Organize * New folder

-

MNarne

IBMZ07T_IMSTALL_7.1.0.0
L | IBMA2077_IMSTALL _upgradetest_10.2

I
'
'
i
'
i
I
'
i =
'
'
I
I
'
'
'
'
'

Upgrade Package

Download the latest =] packagi ‘rﬂ_ Ir
Upload the package to the si ,J
Browse... E H
! E
1 =
! yi
! -

v|¢,

Date modified

5232013 4:20 PR
5/24/2013 10:35 Ah

Figure 12-31 Download code

As shown in Figure 12-32, a confirmation window opens.

Upgrade Package

Download the latest upgrade package. Download

The upload of the package IBM2077_INSTALL_7.1.0.0-1369390801066.0
is complete.

Click Next to continue the upgrade.

< Back Mext > Cancel

Figure 12-32 Code upload that is completed
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The automated code upgrade can be started when the Automatic upgrade option is selected
in the panel, as shown in Figure 12-33 (this is the default choice). If the upgrade is done
manually for any reason, the selection must be made; however, an automatic upgrade is
recommended.

Upgrade Package

The system is now ready to install the following upgrade package:
IBMZ2077_INSTALL_7.1.0.0-1369390801066.0.

Automatic upgrade
Installation can take approximately 20 minutes for each node plus 30 minutes
for the system.

Service Assistant Manual upgrade
Attention: Automatic upgrade is the preferred method for upgrading software,
Manual upgrades, if completed incorrectly, can result in data loss,

B

< Back Finish Cancel

Figure 12-33 Upload mode decision

If you choose to select the Service Assistant Manual upgrade option, see 12.4.3,
“Upgrading software manually” on page 584.

Select Finish to start the upgrade process on the nodes. Messages inform you when the
nodes are upgraded. When all nodes are rebooted, the upgrade process is complete. It can
take up to two hours to finish this process.

12.4.3 Upgrading software manually

Important: It is highly recommended to upgrade the IBM Storwize V5000 automatically by
following the Upgrade wizard. If a manual upgrade is used, make sure that you do not skip
any step.

The steps for manual upgrade are shown on the Service Assistant Manual Upgrade panel.

Complete the following steps to manually upgrade the software:

1. In the management GUI, click Settings — General — Upgrade Software and run the
Upgrade wizard. In step 5 of the wizard, select Service Assistant Manual upgrade, as
shown in Figure 12-34.

Upgrade Package

The system is now ready to install the following upgrade package:
IBMZ2077_INSTALL_7.1.0.0-1369390801066.0.

Automatic upgrade
Installation can take approximately 20 minutes for each node plus 30 minutes
for the system.

Service Assistant Manual upgrade
Attention: Automatic upgrade is the preferred method for upgrading software,
Manual upgrades, if completed incorrectly, can result in data loss,

& MNeed Help

B

< Back Finish Cancel

Figure 12-34 Select manual upgrade mode
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2.

After you select manual upgrade, a warning appears,

Warning x

You have selected to upgrade the system manually. This
manual upgrade process requires that each node is upgraded
individually, following a specific procedure using both the
management GUI and the service assistant, The manual
upgrade cannot be interrupted during this process.

s

[ves | [ No |

Figure 12-35 Manual upgrade warning

as shown in Figure 12-35.

Both nodes are set to “Waiting for Upgrade” status in the Upgrade Machine Code panel,

as shown in Figure 12-36.

Upgrade is in progress. Current status is Prepared.

Name Status Yersion
noce] -*- ‘Waiting for Upgrace 7.1.0.0 (build 79.5.1305211000)
node2 -*- ‘Waiting for Upgrace 7.1.0.0 (build 79.5.1305211000)

4| i

Figure 12-36 Node status to waiting for upgrade

In the management GUI, select System Details and select the canister that contains the
node you want to upgrade next. As shown in Figure 12-37, select Remove Node in the

Action menu, which shows you a Health Status alert.

IEM Storwize ¥5000

mcr-atl-cluster-01 = Monitoring = System Details ~

@ refresh i actions ¥ |
Fix Error
- I§ mor-atl-cluster-01
B Tdentify

~| @ Enclosure 1

@ Shut Down Node Canister

+ B Power Supply Units Mode Status

&

FRU Part Mumber

* @ Drive Slots
- @ Canisters #o Remave Node
L‘! | =@ Canister 1 | 2 show Dependent Yolurmes
=0 Canister 2 Type

IBEM Storwize WS000 Node Canister {nodel)

online

005860

Figure 12-37 Remove the non-config node from cluster

Important: Make sure that you select the non-config node first.
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A warning message appears, as shown in Figure 12-38.

Warning

When a node is removed from a system, hosts might lose access to
l data if the other node in the I/O group fails.
-

Do you want to remove the node?

Bypass check for volumes that will go offling, and remove the node immediately
without flushing its cache.

oK Cancel

Figure 12-38 Remove node warning message

The non-configuration node is removed from GUI Upgrade Machine Code panel, as
shown in Figure 12-39.

noce?

-):(- Wiatting for Upgrade 7.1.0.0 (huild 7951305211 000)

4

I

Figure 12-39 Non-configuration node was removed

In the System Details panel, the node is shown as Unconfigured, as shown in
Figure 12-40.

Canister 1 (Left)

[ cnline

General

Type IBM Storwize WS000 Node Canister

Mode Status ® Unconfigured

FRU Part Numnber 00YsE60

Part Identity 1150075764 YMI0BGI2V0ZES

Fault LED Off

Figure 12-40 Node status shows unconfigured

3. In the Service Assistant panel, the node that is ready for upgrade must be selected. Select

the node that shows Node status as service mode and has no available cluster
information, as shown in Figure 12-41.

Change Node

Node Name MNode Status  Error Panel System Relationship
) hode2 Active 715110 01-2 mer-gtl-cluster-01 Local
lio! Service 690 7805031-1 Partner |

Figure 12-41 Select node in service mode for upgrade
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4.

In the Service Assistant panel, select Upgrade Manually and select the machine code
version that you want to upgrade on selected node, as shown in Figure 12-42.

Current software level: 7.1.0.0

Check for software updates =

onfigure Enclosure To upgrade the software manually, foll

Re-install Software

1. Inthe management GUI, go to S

Change Service IP apply to the system. .
Select the Launch Upgrade Wiza

Current: 7805031 | 1
e et upgrade manually & File Upload B
Identify During a standard upgrade procedure, thd @
- [ 4 |
[— on nodes. However, to provide more flexiy U\/‘ | | D SEEEIE > Con ‘ Ed ‘ | S0 Gl 2
When upgrading the software manually, i Organize « New folder =~ @-
Collect Logs remaining nodes until the last node is rem =
system, it upgrades and runs the new lev _ * Mame Date radified Type Size
nodes arin service state. During this proc B
Manage System software level, During the upgrade, the n . | || IBM2077_INSTALL upgradetest 10.2 5/24/2013 10:35 AM 2 File
R SEED Nete: If the connected node and the currd l L]IB TTINSTALL_7.1.0.0 5/23/2013 £20 PR 0File 317,

2. Inthe management GUI, select §

L

b

Configure CLI Access except the configuration node.
3. From the Actions menu, select Re
4. Inthe service assistant, select U)

Upgrade. The node upgrades
5. For the remaining node canisty

File name:

Restart Service

- A Files ¢ -

After the configuration node is re
When the configuration node is r

that was removed the current , and select Exit Service State on the node.

Browise:

* From a file:

d, the remaimng nodes switch To running the new sofitware version.
ned to the system, it upgrades and runs the new level of software, In the service assistant, make the

Figure 12-42 Select machine code file for upgrade

Click Upgrade to start the upgrade process on the first node.

The node is added automatically into the system after upgrade. Upgrading and adding the
node again can take up to 30 minutes, as shown in Figure 12-43.

Upgrade is in progress, Current status is Manual Upgrade.

Harme atis Version
nodet Complete 7.4.0.0 (build 79.5.1305211200)
node2 3le wiaiting for Uporade  7.1.0.0 (huild 79.5.1305211000)

< |

I

Figure 12-43 Non-config node completed upgrade

Repeat steps 2 - 4 for the remaining node (or nodes).

After you remove the configuration node from the cluster for upgrade, a warning appears,

as shown in Figure 12-44.

Warning

A node failover has been detected. Information that is displayed on the
I panel might be out of date. Do you want to refresh the panel?
-

Figure 12-44 Configuration node failover warning
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Important: The configuration node remains in Service State when it is added again to

the cluster. Therefore, exit Service State manually.

7. To exit from service state, browse to the home panel of the Service Assistant and open the
Action menu. Select Exit Service State, as shown in Figure 12-45.

Figure 12-45 EXxit service state to add node back in cluster

Both the nodes are now back in the cluster (as shown in Figure 12-46) and the system is

running on the new code level.

Actions: Enter Service State w | GO
‘ Change Node
Mode Name MNode Status  Error Panel System Relationship
) node2 Active 01-2 mcr-atl-cluster-01 Partner
@] Candidate 7B05143-2 Candidate
(@] Candidate 7805143-1 Candidate

| Mode Errors

Implementing the IBM Storwize V5000
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12.5 Event log

Whenever a significant change in the status of IBM Storwize V5000 is detected, an event is
submitted to the event log.

All events are classified as alerts or messages.

An alert is logged when the event requires some action. Some alerts have an associated
error code that defines the service action that is required. The service actions are automated
through the fix procedures. If the alert does not have an error code, the alert represents an
unexpected change in state. This situation must be investigated to see whether it is expected
or represents a failure. Investigate an alert and resolve it when it is reported.

A message is logged when a change that is expected is reported; for instance, an IBM
FlashCopy operation completes.

The event log panel can be opened via the GUI by clicking Monitoring — Events, as shown
in Figure 12-47.

mcr-atl-cluster-01 > Home > Owverview ¥

| ‘= Suggested Tasks |

L =

System

System Details

{ Events J

| Performance J

Figure 12-47 Open eventlog panel

Figure 12-48 shows the event log.

IBM Storwize ¥5000 .:'_t'r — Welcome, superuser Legal | Logout | Help

mcr-atl-cluster-01 > Monitoring > Events ¥

Next Recommended Action
444

SAS host ports not operational
o Error Code: 1667, Event 1D: 073715
= &4 minutas ago

| % Run This Fix Procedure

L‘! i Actions v @Refresh [E ¥ Show Al % v
Error Code Last Time Stamp Description i i Ohject Name
@ 512413 81347 AM Message 2AS discovery ocourred, configuration changes complets io_rp 0 in_orp0 =
SIZH3 81342 AM Message One node in the O group is unavailabls notde 6 |E
E'é] 52403 61342 AM Message SAS discovery ocourred, configuration changes pending io_otp 0 ia_arp0
S124113 B.0D42 AM Message SAS discovery oceurred, configurstion changes complete io_arp 0 io_grpd

Figure 12-48 The event log view
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12.5.1 Managing the event log

590

The event log features a size limit. After it is full, newer entries replace the older entries, which
are not required.

To avoid a repeated event that fills the event log, some records in the event log refer to
multiple occurrences of the same event. When event log entries are coalesced in this way, the
time stamp of the first occurrence and the last occurrence of the problem is saved in the log
entry. A count of the number of times that the error condition occurred also is saved in the log
entry. Other data refers to the last occurrence of the event.

Event log panel columns
Right-clicking in any column header opens the option menu in which you can select columns
that are shown or hidden.

Figure 12-49 shows all of the possible columns that can be displayed in the error log view.

.| Sequence NMumber

. Root Sequence Number
| Error Code
wd| Event ID
.| Last Time Stamp
.| Status
.| Description
Object Type
Object ID
Chject Name
Copy ID
Reparting Mode ID
- Reporting Node Name
.+ Fixed

4| Ewent Count
¥ Show Select/Deselect All

49 Reset Table Preferences

Figure 12-49 Possible event log columns

The following available fields are recommended at a minimum to assist you in diagnosing
problems:

» EventID
This number precisely identifies the reason why the event was logged.
» Error code

This number describes the service action that should be followed to resolve an error
condition. Not all events have error codes that are associated with them. Many event IDs
can have the same error code because the service action is the same for all of the events.

» Sequence number
A number that identifies the event.
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» Event count
The number of events that are coalesced into this event log record.
» Fixed

When an alert is shown for an error condition, it indicates whether the reason for the event
was resolved. In many cases, the system automatically marks the events that are fixed
when appropriate. There are some events that must be manually marked as fixed. If the
event is a message, this field indicates that you read and performed the action. The
message must be marked as read.

» Lasttime
The time when the last instance of this error event was recorded in the log.
» Root sequence number

If set, this number is the sequence number of an event that represents an error that
probably caused this event to be reported. Resolve the root event first.

Event log panel options

Figure 12-50 shows the main Event log panel options, which should be used to handle
system events.

mcr-atl-cluster-01 = Monitoring > Events =

MNext Recommended Action
444 Power Supply Unit input power failed
e Error Code: 1138, Evant ID; 045005
. 26% minutes ago
| ‘ % Run This Fix Procedure
L—-! = actions v @) Refresh B | Show all | “
@ SI2113 31210 AW Message Wairtenance mode started io_arp 3 io_orp3
5211351210 &M Wessage Maintenance mode started io_grp 2 io_grp2
‘:E{l S21H3 1210 AM Message Maintenance mode started ia_arp 1 in_orp
SI2N3 91210 AW Meszage Mairtenance mode started io_urp 0 io_grpd
JE 5121113 S:02:45 AM Message Addionsl S4S host ports connected node 2 node2
3 - " ISR
5121713 5:02:45 AM lessage el e node 1 nodet
Slert
l ’ 138 512113 8:58:50 AM %] POWE 2 wark as Fixed enclosure 1
1138 SE21N3T03:22 AW Alert Powvge enclosure 1
[Z0 Filter by Date
e 1138 SI21N36:54:37 AM Alert Powgs enclosure 1
" (Z) Show entries within... | minutes b | 1 _
52113 5:30:15 AM Message i melisk 2 sl
Reset Date Filt h v s
.fgu, 521113 5:30:15 AM Message A eeet bate miter ours misk 1 miska
572113 5:30:15 AM Message array{ 15 Clear Log days  »|10 malisk 0 melisk?
5713 12:46:54 PM Message arrdd 5] Properties [ an array me 15 melisk 0 melisk?
SATAZ 111117 &M Message Arredy medisk rebuiel finish 30 melisk 0 ettt
SHTHM310:52:47 AM Mezsage Arrgy molisk rebuild finish 43 mdisk 1 mlisk0l
SA7A310:5232 AM Message arr mdlisk 2 meliskd
Showing 74 events | Selecting 1 evert

Figure 12-50 Eventlog Panel

Event log filter options
The following log filter options are available:

» Show all
This option lists all available events.
» Unfixed Messages and Alerts

This option lists unfixed events. This option is useful to find events that must be handled
but no actions are required or recommended.
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» Recommended Actions (default)
Only events with recommended actions (Status Alert) are displayed.

Important: Check for this filter option if no event is listed. There might be events that
are not associated to recommended actions.

Figure 9-51 shows an event log with no items found, which does not necessarily mean that
the event log is clear. To check whether the log is clear, use the filter option Show all.

iRecommended Actions| v [0, w

Bl Mo items found.

Figure 12-51 No items found in event log

Actions on single event

Right-clicking a single event gives the following options that might be used for that specific
event:

» Mark as Fixed

It is possible to start the Fix Procedure on this specific event, even if it is not the
recommended next action.

Some events, such as, messages, must be set to Mark as Fixed.
» Show entries within... minutes/hours/days

This option is to limit the error log list to a specific date or a time slot. The following
selectable values are available:

— Minutes: 1, 5, 10, 15, 30, and 45
— Hours: 1,2, 5,and 12
— Days: 1,4,7,15,and 30

» Clear Log
This option clears the complete error log, even if only one event was selected.

Important: These actions cannot be undone and might prevent the system from being
analyzed when severe problems occur.

» Properties
This option provides more sense data for the selected event that is shown in the list.

Recommended Actions

A fix procedure is a wizard that helps you to troubleshoot and correct the cause of an error.
Some fix procedures reconfigure the system that is based on your responses, ensure that
actions are carried out in the correct sequence, and prevent or mitigate loss of data. For this
reason, you always must run the fix procedure to fix an error, even if the fix might seem
obvious.
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To run the fix procedure for the error with the highest priority, go to the Recommended Action
panel at the top of the Event page and click Run This Fix Procedure. When you fix higher
priority events first, the system often can automatically mark lower priority events as fixed.

For more information about how to run a DMP, see 12.5.2, “Alert handling and recommended
actions” on page 593.

12.5.2 Alert handling and recommended actions

All events in Alert status require attention. Alerts are listed in priority order and should be
fixed sequentially by using the available fix procedures.

Example: SAS cable fault
For this example, we created an error on one SAS cable connection between two expansions
by removing the cable from one port.

The following example shows how faults are represented in the error log, how information
about the fault can be gathered, and the recommended action (DMP) can be used to fix the
error:

» Detect an alert

The Health Status indicator, which is permanently present on most of the GUI panel (for
more information, see Chapter 3, “Graphical user interface overview” on page 75) is
showing a yellow alert. Click the indicator to retrieve the specific information, as shown in

Figure 12-52.
Actions ¥ @ Refresh o] = Showr All ¥ | SAS host Reset
Erronsode, a Statu EsCription| BhECtype: m
1B67 B/BA13 11:11:43 AM QA\EIT SAS hest ports not operational node 8
Showing 1 event | Selecting 0 events
Allocated: 95.00 68 / .80 1E (1%) 1) (2] Running Tasks.(3), 3 1 Health Status

Figure 12-52 Health check shows degraded system status

Review the event log for more information.
» Find alert in event log

The default filter in the error log view is Recommended actions. This option lists the alert
event only. Figure 12-53 shows the Next Recommended Action list.

mcr-atl-cluster-01 > Monitoring > Events ¥

Next Recommended Action

=44 SAS cable fault type 2
= Error Code: 1260, Event ID: 045051
&%z minutes ago
::\ Run This Fix Procedurs

i= Actions @ Refresh =] * Recommended Actions | v || Reset
ElrornEode tTit £ Statll WeSCription) | BhjectType: m
1260 B/6I13 11:26:33 AM Q Alert SAS cable fault type 2 enclosure 3

Figure 12-53 Next Recommended Action list
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» Gather additional information: Show all

Find the events that are logged around the alert to understand what happened or find
more information for better understanding and to find the original problem. Use the Show
all filter to see all of the logged events, as shown in Figure 12-54.

IBM Storwize Y5000

Welcol‘ne, superuser Legal | Logout | Help

mcr-atl-cluster-01 = Monitoring > Events ¥
“. Next Recommended Action
Wy

SAS cable fault type 2
‘? Error Code: 1260, Event [D: 045051
- 6 minutes ago

“y' Run This Fix Procedure

&
g, i= Actions ¥ @ Refresh [l ¥ Show Al S 4

Error Code LastTime Stamp Description Object Type

Enclosure statesave collected lo_grp

B/6/13 11:27:38 AM Message Maintenance mode started io_om

B/B/13 11:28:58 AM Message

B/6/ :27.38 AM Message Maintenance mode started io_arp

B/6/13 11:27:38 AM Message Maintenance mode started io_om

1
| 1

1

&‘ el
1260 el

1

A - w o - omow oo

N

a1

3 11:27:38 AM Message Maintenance mode started io_grp

3 11:26:33 AM @ Alert SAS cable fault type 2 enclosure
\l& 1370 B/B/13 11:26:03 AM (1, Monitoring SCSI ERFP occurred enclosure

< m ] '

Showing 81 events | Selecting 0 events

M @ Running Tasks (3) ) 1 Health Status )
Figure 12-54 Show all events

» Gather additional information: Alert properties

More details about the event (for example, enclosure ID and canister ID) can be found in
the properties option, as shown in Figure 12-55 on page 595. This information might be of
interest for problem fixing or for root cause analysis.
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Fixed Time Stamp
Event Count 1

Sequence Number
Object Type

Object ID

Object MName

Copy ID

Reporting Node ID
Reporting Node MName
Root Sequence Number
Event ID

Event ID Text

Error Code

Error Code Text

Status

Fined

Auto Fixed

MNotification Type
Sense data version
Connector referred to
Upstream enclosure serial number
Upstream enclosure ID
Upstream canister ID
Upstream SAS port ID
Upstream SAS connector type

Downstream enclosure ID
Downstream canister ID

< Previous Mext =

First Time Stamp 6/6/13 11:26:33 AM
Last Time Stamp  6/6/13 11:26:33 AM

Downstream enclosure serial number

Properties and Sense Data for Event 045051

168
enclosure
3

045051

SAS cable excluded due to single port active drives
1z60

=85 cable fault type 2
Alert

[}

Mo

Errar

0x03

DO

7805031

1

2

4

MINI_S&4S5_HD
75801943

3

z

m

Close

Figure 12-55 Alert properties

Run recommended action (DMP)

It is highly recommended to fix alerts under the guidance of the recommended action by
using the DMP. There are running tasks in the background that might be missed when the
DMP is bypassed. Not all alerts have DMPs available.

To start the DMP, right-click the alert record or click Run this fix procedure at the top of

the window.

The steps and panels of DMP are specific to the error that must be fixed. The following

figures represent the recommended action (DMP) for the SAS cable event example.
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Figure 12-56 shows step 1 of the DMP SAS cable event.

SAS cable fault type 2

SAS Cable Event

This event indicates there is a problem with the SAS connection between the following twao canisters:
84S connection details

Connection Side Enclosure ID Canister ID Port ID SAS Connector Type

Upstream 1 2 (Right) 4 mini_sas_hd

Downstream 3 2 (Right) 1 mini_sas_hd
The cause of the erroris :

SAS cable excluded due to Single Port Active drives.

The first step in addressing this problem is to reset the two canisters at either end of the SAS connection. If vou have previously done this reset, and the
problem has persisted, tick the hox below to skip this step:

Skip the canister resets and try the next maintenance step

Click Next to proceed.

Cancel Mext

Figure 12-56 SAS cable Recommended action DMP step 1

Figure 12-57 shows step 2 of the DMP SAS cable event.

SAS cable fault type 2

SA5 cable maintenance

Remove the SAS connector by pulling the blue tab

# The pull tab must be belaw the connectar.

* Insert the connector gently until it clicks into place, If you feel resistance, the cannector is probably oriented the wrang way, Da not force it.

* Wihen inserted corectly, the connactor can only be remeoved by pulling the tab,

Attention: Enzure that SAS cable connedtions are made with the correct orientation, For SAS connections on the main canisters, the cables should be plugged with the blue tag
below the cable connector, The cable connector and secket are kayad and it is important that you have proper slignment of the keys as the cable is insertad, Ensure that sach

SAS cable is fully inserted into the sacket. & dick is heard or felt when the cable is successfully inserted and you should net be able to disconnact the cable without pulling on
the blus tag st the top of the cable connectar.

m

Check the follawing box ance the cable service action has been cornpleted.

¥ The cable service action has been completed,
Tick the checkbax, abave, ta confirm the cable service action has been completad,

Click Next to proceed, The identify LEDs will then be turned off,

Back Nest

Figure 12-57 SAS cable Recommended action DMP step 2
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Figure 12-58 shows step 3 of the DMP SAS cable event.

SAS cable fault type 2

Canister reset result

Resetting canister 2 from enclosure 3 has not resalved the problem. The next step is resetting the other canister, canister 2 from enclosure 1.

Cancel Back
Figure 12-58 SAS cable Recommended action DMP step 3

Figure 12-59 shows step 4 of the DMP SAS cable event.

SAS cable fault type 2

Canister reset complete - wait for connections

The canister has been reset as part of the recovery actions.
Enclosure ID Canister position
1 Right

You need to wait 1 minute for the canister to restore its connections.

Wait 60 seconds, then click Next to continue,

Cancel Back
Figure 12-59 SAS cable Recommended action DMP step 4

Chapter 12. RAS, monitoring, and troubleshooting 597



598

Figure 12-60 shows step 5 of the DMP SAS cable event.

SAS cable fault type 2

Waiting for canister to be online

Waiting for the canister to come back online.

This page will automatically refresh every 20 seconds to check the status of the canister.

Click Refresh to re-check the status of the canister now or Cancel to exit this fix procedure

Cancel

Figure 12-60 SAS cable Recommended action DMP step 5

Figure 12-61 shows step 6 of the DMP SAS cable event.

SAS cable fault type 2

Canister reset complete - wait for connections

The canister has been reset as part of the recovery actions.
Enclosure ID Canister position

5 Right

You need to wait 1 minute for the canister to restore its connections.

Wait 60 seconds, then click Next to continue.

Cancel

Next

Figure 12-61 SAS cable Recommended action DMP step 6
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Figure 12-62 shows step 7 of the DMP SAS cable event.

SAS cable fault type 2

Cable service action is successful

The SAS cable has been correctly reseated.

Click Next to enable the cable for use by the system and continue with the fix procedure.

Figure 12-62 SAS cable Recommended action DMP step 7
Figure 12-63 shows step 8 of the DMP SAS cable event.
SAS cable fault type 2
Event entry has been marked as fixed
The event has been marked as fixed. If the problem persists, a new event will be logged.
Click Close to exit this fix procedure.

Figure 12-63 SAS cable Recommended action DMP step 8

When all of the steps of the DMP are processed successfully, the recommended action is
complete and the problem should be fixed. Figure 12-64 on page 600 shows the red color of
the event status changed to green. The system health status is green and there are no other
that must be addressed.
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mce-atl-cluster-01 > Monitoring > Events ¥

Next Recommended Action

) All errors have been addressed,

Actions * @ Refresh o Show All -
1666 613 1:37:21 Pl Aert Unrecognised storage device drive 5
1666 66413 1:37:21 Pl Aert Unrecognised storage device drive i
1666 BGAZ 13721 PM Hert Unregognised storage device drive 6
1666 BGAZ 13721 PM Hert Unregognised storage device drive I
1666 66013 1:37:21 Pl Aert Unrecognised storage device drive ]
1666 6613 1:37:21 Pl Aert Unrecognised storage dewvice drive ]
1666 6613 1:37:21 Pl Aert Unrecognised storage dewvice drive a0
613 1:37:21 Pl Meszage Aray mdish rebuild start mdisk z mdisk
B/B/13 1:37:21 P Message SAS dissovery ooourred, no configuration changes were detected io_grp 1 io_grp1
6613 1:37:21 PM Meszage FC discovery accurred, no configuration changes were detected cluster mer-atl-cluster-01
l , B/13 137:21 PM Message SAS discovery occurmed, no configuration changes were detected io_gm o lo_grp0
EIB/13 1:43:26 PM hessage 5AS dissovery occured, sonfiguration changes pending io_gm o io_gm0
B3 1:43:26 Phd Message A% dissovery oocumed, configuration changes complete io_gp o io_arp0
B3 1:43:41 Phd hessage A% dissovery oocured, sonfiguration changes pending io_gp o io_arp0
B/B/13 1:43:41 PM Message SAS discovery occumed, configuration changes complete io_gp o io_amp0
BI/13 1:43:46 PM Message SAS discovery occumed, configuration changes pending io_gm o lo_arp0
6613 1:37:21 PM Meszage Ewent log cleared node k) node
BI/13 1:43:46 PM hessage 545 discovery sccured, configuration changes complete io_gp o io_gre0
66013 1:37:21 Pl Message Aray mdizk rebuild start mdisk o midisk1

Shawing 13 events | Selecting 0 everts

[* Alocated 56,0068 7,40 T8 {106) 1) @ Runnig Tasks{2) 2 £ flea i Siaies )
Figure 12-64 Recommended action that is completed

Handling multiple alerts

If there are multiple alerts that are logged, the IBM Storwize V5000 recommends a next
action to fix the problem (or problems).

Figure 12-65 shows the event log that displays multiple alert.

mcr-atl-cluster-01 > Monitoring > Events «

Next Recommended Action

444 SAS cable fault type 2
ot Error Code: 1260, Event ID; 045051
3V minutes ago
‘ T Run This Fix Procedurs
ctions ¥ eRefrash B - Recornmended Actions

IToT L-oe ast lime Stamp dtus Ohject Iype OhjectiD Ubject Name

1260 BB 3122214 PM @ Alert SAS cable fault type 2 enclosure 3

1623 BMEM 3121859 PM Q Alert One or more mdisks on controller are degraded controllsr a cantrollerd
1627 BN 5 11:50:45 A @ Alert Inzufficient redundancy in disk controller connectivity controller a controllerd
1666 BB 3 12:22:24 PM Q Alert Unrecognised storage device drive 30

1666 GMGM 3122224 PM Q Aert Unrecognised storage device dlrive 29

1666 GG 3 12:22:24 PM @ Alert Unrecognized storage device drive 28

1666 BMGM 3 12:22:24 PM Q Alert Unrecognised storage device dlrive ar

1666 BN 5122224 PM @ Alert Unrecognised storage device drive 26

1666 BB 3 12:22:24 PM Q Alert Unrecognised storage device drive 25

1666 GMGM 3122224 PM Q Aert Unrecognised storage device dlrive a

Figure 12-65 Multiple alert events that are displayed in the event log

The Next Recommended Action function orders the alerts by severity and displays the events
with the highest severity first. If multiple events have the same severity, they are ordered by
date and the oldest event is displayed first.
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The following order of severity starts with the most severe condition:

» Unfixed alerts (sorted by error code; the lowest error code has the highest severity)
Unfixed messages

Monitoring events (sorted by error code; the lowest error code has the highest severity)
Expired events

Fixed alerts and messages

vVvyyy

Faults are often fixed with the fixture of the most severe fault.

12.6 Collecting support information

If you have a problem and call the IBM Support Center, you might be asked to provide support
data, as described in the next section.

12.6.1 Support information via GUI

Complete the following steps to collect support information by using the GUI:

1. Click Settings and then the Support tab (as shown in Figure 12-66) to begin the
procedure of collecting support data.

i‘l ". Overview

-

E ~ Event Hotifications )
T = I the objects
DlrectrySerulces _ _|, -Learning md
m"""""" s 21 SEIECE ThE

| Support )
{ General )|

Figure 12-66 Support Files VIA® GUI

2. Click Download Support Package, as shown in Figure 12-67.

mcr-atl-cluster-01 > Settings > Support =

|© Download Support Package |

Looking for individua! log files 4 Show full fog listing. ..

Figure 12-67 Download Support Package
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The panel that is shown in Figure 12-68 opens and you can select one of four different
versions of the svc_snap support package.

@ Download Support Package |

Download Support Package

Select the type of support package to download. This package can
be several hundred megabytes.

Standard logs
Standard logs plus one existing statesave
Standard logs plus most recent statesave from each node

Standard logs plus new statesaves

@Download Cancel

Figure 12-68 Support Package Selection

The version that you download that depends on the event that you are investigating. For
example, if you noticed in the event log that a node was restarted, capture the snap with the
latest existing statesaves.

The following components are included in the support package:

» Standard logs

Contains the most recent logs that were collected from the system. These logs are most
commonly used by Support to diagnose and solve problems.

» Standard logs plus one existing statesave

Contains the standard logs from the system and the most recent statesave from any of the
nodes in the system. Statesaves are also known as memory dumps or live memory dumps.

» Standard logs plus most recent statesave from each node

This option is used most often by the support team for problem analysis. They contain the
standard logs from system and the most recent statesave from each node in the system.

» Standard logs plus new statesave

This option might be requested by the Support team for problem determination. It
generates a new statesave (livedump) for all of the nodes and packages them with the
most recent logs.

Save the resulting snap file in a directory for later use or to upload to IBM support.

12.6.2 Support information via Service Assistant
The IBM Storwize V5000 management GUI collects information from all the components in

the system. The Service Assistant collects information from all node canisters. The snap file
is the information that is collected and packaged in a single file.
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If the package is collected by using the Service Assistant, ensure that the node from which
the logs are collected is the current node, as shown in Figure 12-69.

ssistant Tool

Current: 01 | 1| nodel
Status: Active Home
Identify You can view detailed status and error surnmary, and manage service actions for the current node. The current node is the nog
connected node displays the service assistant and provides the interface for working with other nodes on the system. To man
table.

Collect Logs Attention: Only perform service actions on nodes when directed by service procedures. If used inappropriately, service actions

If the node status is active, select Monitaring--=Events in the management GUI to fix any errors that are related to the active

MISIMEES S Actions: Enter Service State ~ | GO
Recover System | Change Node
MNode Name Mode Status  Error Panel System Relationship

Re-install Software

) node2 Active 01-2 mer-atl-cluster-01 Partner
Figure 12-69 Collect logs with Service Assistance

Support information can be downloaded with or without the latest statesave, as shown in
Figure 12-70.

IBM Storwize V5000 Service Assistant Tool Connected ta: 01 | 1 | nodel Log out

Current: 01 | 1| nodel
Status: Active Collect Logs

Identify You can credf nload a package of log and trace files, or download existing log files from the node. The support package, which is also called SMAP files, can be used by
S| reonnel to uni problems on the system. Unless advised by support, collect the latest statesave.

Create a support package \

@ with latest statesave

Home

Manage System © without latest statesave

Create and Download

Available Fi

Recover System

Re-install Software

) 7805031-1ltrc
Upgrade Manually

@ enddirc
Configure Enclosure g
Change Service IR © ethernet.7805031-1.trc
Configure CLI Access © svc.config.cronbak_7805031-1

Restart Service

) svo.config.cron log_7805031-1
) svc.config.cron.sh_7805031-1

) sve.config.cron.xml_7805031-1

Download Refresh
Figure 12-70 Download support file via Service Assistant

12.6.3 Support Information onto USB stick

Whenever GUI, Service Assistant, or a remote connection is unavailable, snaps can be
collected from each single node by using the USB stick.
Complete the following steps to collect snaps by using the USB stick:
1. Create a text file that includes the following command:
satask snap -dump
Save the file as satask.txt in the root directory of the USB stick.

Insert the USB stick in the USB port of the node from which the support data should be
collected.

4. Wait until no write activities are recognized (this process can take 10 minutes or more).
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5. Remove the USB stick and check the results, as shown in Figure 12-71.

|&| satask_result.html 52172013 §:32 &AM
|| snap.single.7805031-1.130521.093217 tgz 5/21/2013 8:32 AM

Figure 12-71 Single snap result files on USB stick

satask_result file

The satask_result.html file is the general response to the command that is issued via the
USB stick. If the command did not run successfully, it is noticed in this file. Otherwise, any
general system information is stored here, as shown in Figure 12-72.

satask snap -dump

Tue May =21 09:32:12 B3T 2013

System Status

sainfo Isservicenodes

panel name cluster_id cluster name node_id node_name relation node_status error_data
01-1 000000C0Z00026C0 mer-atl-cluster-01 1 nodel local Aotive
01-2 000000C0200026C0 mer—-atl-cluster-01 2 noded partner Aotive

Figure 12-72 satask_result.txt on USB stick (header only)

Snap memory dump on USB

A complete statesave of the node where the USB was attached is stored in a .zip file. The
name of the file includes the node name and the time stamp. The content of the .zip file is

shown in Figure 12-73.

| v Computer » MewWolurne (B} » dumps »
Wiew  Tools  Help
b Share with + MNew folder
Marme ° Date modified
cimam 52172013 452 &AM
syslogs 52172013 452 &AM
|| 7805031-1trc 5/21/2013 4:32 AM
|| endd.trc 5/17/2013 T:01 AR
|| ethernet.7805031- L.stats 52172013 4:32 &AM
|| ethernet,7805031-1trc 741042010 12:13 Pr
|| Isfile.7805031-1,130521.093217 5/21/2013 4:32 AM
|| saout,7805031-1,130521.003217 5/21/2013 4:32 AM
|| svc.config.cronseml_T805031-1 52042013 &:00 PR

R4 | +4 | | Search durmps

Type

File folder

File folder

TRC File

TRC File

STATS File

TRC File

093217 File

093217 File
HML_TB05031-1 File

Size

6l KB
11KE
24 KB
T1kBE
2,948 KB
i KB
T1kBE

Figure 12-73 Single snap memory dump on USB stick
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12.7 Powering on and shutting down IBM Storwize V5000

In the following sections, we describe the process to power on and shut down the IBM
Storwize V5000 system by using the GUI and the CLI.

12.7.1 Shutting down the system

In this section, we show how to shut down the IBM Storwize V5000 system by using the GUI
and CLI.

Important: You should never shut down your IBM Storwize V5000 by powering off the
PSUs, removing both PSUs, or removing both power cables from a running system.

Powering down by using the GUI

You can shut down only one node canister or the entire cluster. When you shut down only one
node canister, all of the activities remain active. When you shut down the entire cluster, you
must power on locally to restart the system.

To shut down by using the GUI, complete the following steps:

1. Browse to the Monitoring function icon (as shown in Figure 12-74) and click System
Details.

| -~ Suggested Tasks &

LB —

Figure 12-74 Power down via system details
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2. Select the root level of the system detalil tree, click Actions, and then select Shut Down
System, as shown in Figure 12-75.

mcr-atl-cluster-01 > Monitoring > System Details ¥

e Refresh | i= Actions ¥ |
@@ Add Enclosures 3
- [ mer-atl-cluster-01 | o .
& View Chain
~| @8 Enclosure 1

@ Reset all identify LEDs
iF Upgrade
(!) Shut Down Systemn

@ Drive Slots

+ Canisters

+ [B Power Supply Units

System ID 000000Coz00026C0

Software Yersion 7.1.0.0 {build 79.5.1305140000)

Behad

Environmental Statistics

Current Yalue Peak Yalue Peak Time Stamp
Power Consumption 304 W atts 305 Watts May 21, 2013 5:07:58 AM
Temperature 33°C (91°F)  34°C (93°F) May 21, 2013 5:07:58 AM

§ -

Figure 12-75 Power Down System option

The following process can be used as an alternative to steps 1 and 2, as shown in
Figure 12-75:

a. Browse to the Monitoring navigator and open the System view.
b. Click the System that is under the system display.
An information panel opens.
Click the Manage tab.
Click Shut Down System to shut down, as shown in Figure 12-76.

welcome, superuser

Hame mcr-atl-cluster-01

Save

e —
( Shut Down System [)g
———

Upagrade System

schad

G-

mer-atl-cluster-01 (7.1.0.0)

Figure 12-76 Shut down system via Monitoring system GUI
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3. The Confirm System Shutdown window opens. A message opens and prompts you to
confirm whether you want to shut down the cluster. Ensure that you stopped all FlashCopy
mappings, data migration operations, and forced deletions before you continue. Enter Yes
and click OK to begin the shutdown process, as shown in Figure 12-77.

Confirm System Shutdown

If vou shut down the entire system, access to
all volumes and data will be lost. To confirm that
vou want to shut down the system, enter YES
and click OK.

Ensure that yvou physically turn off power to the
system after the power indicator light turns off.
If vou want to restart the system, vou must
have physical access to the system.

To caniinm, =nber YES.
YES|

oK Cancel

Figure 12-77 Shut Down confirmation

4. Wait for the power LED on both node canisters in the control enclosure to flash at 1 Hz,
which indicates that the shutdown operation completed (1 Hz is half as fast as the drive
indicator LED).

Tip: When you shut down an IBM Storwize V5000, it does not automatically restart. You
must manually restart the system.

Shutting down by using the CLI
The CLlI is the other option that can be used to shut down an IBM Storwize V5000. The CLlI is
accessed via the PUTTY utility.

Warning: If you are shutting down the entire system, you lose access to all volumes that
are provided by this system. Shutting down the system also shuts down all IBM Storwize
V5000 nodes. This shutdown causes the hardened data to be dumped to the internal HDD.

Run the stopsystem command to shut down a clustered system, as shown in Example 12-3.

Example 12-3 Shut down

stopsystem
Are you sure that you want to continue with the shut down?

# Type y to shut down the entire clustered system.

Chapter 12. RAS, monitoring, and troubleshooting 607



12.7.2 Powering on

Complete the following steps to power on the system:

Important: This process assumes that all power is removed from the enclosure. If the
control enclosure is shut down but the power is not removed, the power LED on all node
canisters flash at a rate of half of one second on, half of one second off. In this case,
remove the power cords from both power supplies and then reinsert them.

1. Ensure that any network switches that are connected to the system are powered on.

2. Power on any expansion enclosures by connecting the power cord to both power supplies
in the rear of the enclosure or turning on the power circuit.

3. Power on the control enclosure by connecting the power cords to both power supplies in
the rear of the enclosure and turning on the power circuits.

The system starts. The system starts successfully when all node canisters in the control
enclosure have their status LED permanently on, which should take no longer than 10
minutes.

4. Start the host applications.
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Command-line interface setup
and SAN Boot

This appendix describes the setup of the command-line interface (CLI) and provides more
information about the SAN Boot function.

This appendix includes the following sections:

» Command-line interface
» SAN Boot
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Command-line interface

The IBM Storwize V5000 system has a powerful CLI, which offers even more functions than
the GUI. This section is not intended to be a detailed guide to the CLI because that topic is
beyond the scope of this book. The basic configuration of the IBM Storwize V5000 CLI and
some example commands are covered. However, the CLI commands are the same as in the
SAN Volume Controller. In addition, there are more commands that are available to manage
internal storage. If a task is completed in the GUI, the CLI command always is displayed in the
details, as shown throughout this book.

Detailed CLI information is available in the IBM Storwize V5000 Information Center under the
Command Line section, which can be found at this website:

http://pic.dhe.ibm.com/infocenter/storwize/V5000 ic/index.jsp?topic=%2Fcom.ibm.sto
rwize.V5000.641.doc%2Fsvc_clicommandscontainer_229g0r.html

Implementing the IBM Storwize V7000 V6.3, SG24-7938, also has information about the use
of the CLI. The commands in that book also apply to the IBM Storwize V5000 system
because it is part of the Storwize family.

Basic setup

610

In the IBM Storwize V5000 GUI, authentication is done by using a user name and a
password. The CLI uses a Secure Shell (SSH) to connect from the host to the IBM Storwize
V5000 system. A private and public key pair or user name and password is necessary. The
following steps are required to enable CLI access with SSH keys:

1. A public key and private key are generated as a pair.

2. A public key is uploaded to the IBM Storwize V5000 system by using the GUI.

3. Aclient SSH tool is configured to authenticate with the private key.

4. A secure connection is established between the client and IBM Storwize V5000 system.

Secure Shell is the communication vehicle that is used between the management workstation
and the IBM Storwize V5000 system. The SSH client provides a secure environment from
which to connect to a remote machine. It uses the principles of public and private keys for
authentication.

SSH keys are generated by the SSH client software. The SSH keys include a public key,
which is uploaded and maintained by the clustered system, and a private key, which is kept
private on the workstation that is running the SSH client. These keys authorize specific users
to access the administration and service functions on the system. Each key pair is associated
with a user-defined ID string that can consist of up to 40 characters. Up to 100 keys can be
stored on the system. New IDs and keys can be added, and unwanted IDs and keys can be
deleted. To use the CLI, an SSH client must be installed on that system, the SSH key pair
must be generated on the client system, and the client’'s SSH public key must be stored on
the IBM Storwize V5000 systems.

The SSH client that is used in this book is PuTTY. There also is a PUTTY key generator that
can be used to generate the private and public key pair. The PuTTY client can be downloaded
at no cost at the following website:

http://www.chiark.greenend.org.uk

The following tools should be downloaded:

» PuTTY SSH client: putty.exe
» PuTTY key generator: puttygen.exe
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Generating a public and private key pair
To generate a public and private key pair, complete the following steps:

1. Start the PUTTY key generator to generate the public and private key pair, as shown in
Figure A-1.

& PuTTY Key Generator,

File Key Conwversions Help
Key
Mo key.
Actions
Generate a public/private key pair
Load an existing private key file
Save the generated key
Farameters
Type of key to generate:
(I55H-1 [ASA) (1 55H-2 ASa (I55H-2 D54
Mumber of bits in a generated key: 1024

Figure A-1 PuTTY key generator

Make sure that the following options are selected:

— Type of key to generate: SSH2 RSA
— Number of bits in a generated key: 1024

2. Click Generate and move the cursor over the blank area to generate the keys, as shown in
Figure A-2.

& PuTTY Key Generator.

File Key Conwversions Help

Key

Fleaze generate zome randomness by moving the mouse over the blank area.
RRRRRRRRRRERR

Actions

Generate a public/private key pair
Load an existing private key file

Save the generated key

Farameters

Type of key to generate:

Mumber of bits in a generated key:

Figure A-2 Generate keys
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Generating keys: The blank area that is indicated by the message is the large blank
rectangle on the GUI inside the section of the GUI labeled Key. Continue to move the
mouse pointer over the blank area until the progress bar reaches the far right side. This
action generates random characters to create a unique key pair.

3. After the keys are generated, save them for later use. Click Save public key, as shown in
Figure A-3.

3 x|

Key

Public key for pasting into OpenS5H authorized_keys file:

sshrsa

AAAAR 3N zaCT pe2EAAAARB) DASAIEADS THRD k++/iF SMNeyGX4T uzv'+U gphloGrehiCdl
MOCRCCGZWPW DU zG asb8fB kval 6TFOPCPFvlkMbIygzy 7O+ al S sGwByy AfrK1
FhaLrymphBEVEm3YDppSzSv CelRCm3MwAG oW F7IEgRHe20 +4arB a/ZABRPepch,
Riirim0= rza-key-20101 209

K.ey fingerprint: zzh-rza 1024 3bodd:d3:56:88:6b:18:33:a7: 7 a: 9a:db: 96:69.87. 2a
Key comment: rzakeyp-20101209

Key passphrase:

Confirm passphraze:

Actions

Generate a public/private key pair
Load an existing private key file
Save the generated key Save public kegm\\y [ Save private key ]
Farameters

Type of key to generate:

(I55H-1 [RSA) (1 55H-2 ASa (I55H-2 D54

Mumber of bits in a generated key: 1024

Figure A-3 Save public key

4. You are prompted for a name (for example, pubkey) and a location for the public key (for
example, C:\Support Utils\PuTTY). Click Save.

Be sure to record the name and location of this SSH public key because this information
must be specified later.

Public key extension: By default, the PUuTTY key generator saves the public key with
no extension. Use the string pub for naming the public key; for example, pubkey, to
differentiate the SSH public key from the SSH private key.
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5. Click Save private key, as shown in Figure A-4.

& PuTTY Key Generator,

File Key Conwversions Help

Key

Public key for pasting into OpenS5H authorized_keys file:

sshrsa

AAAAR 3N zaCT pe2EAAAARB) DASAIEADS THRD k++/iF SMNeyGX4T uzv'+U gphloGrehiCdl
MOCRCCGZWPW DU zG asb8fB kval 6TFOPCPFvlkMbIygzy 7O+ al S sGwByy AfrK1
FhaLrymphBEVEm3YDppSzSv CelRCm3MwAG oW F7IEgRHe20 +4arB a/ZABRPepch,
Riirim0= rza-key-20101 209

K.ey fingerprint: zzh-rza 1024 3bodd:d3:56:88:6b:18:33:a7: 7 a: 9a:db: 96:69.87. 2a
Key comment: rzakeyp-20101209

Key passphrase:

Confirm passphraze:

Actions

Generate a public/private key pair
Load an existing private key file

Save the generated key Save public key ] [ Save private key *
Farameters

Type of key to generate:

(I55H-1 [RSA) (¥ 55H-2 ASa (I55H-2 D54

Mumber of bits in a generated key: 1024

Figure A-4 Save private key

6. You receive a warning message, as shown in Figure A-5. Click Yes to save the private key

without a passphrase.

PuTTYgen Warning

[} Are you sure you wank o save this key
. without a passphrase to protect it?

Figure A-5 Confirm the security warning

7. When prompted, enter a name (for example, icat), select a secure place as the location,

and click Save.

Key generator: The PUTTY key generator saves the private key with the PPK

extension.

8. Close the PUTTY key generator.

Appendix A. Command-line interface setup and SAN Boot

613



Uploading the SSH public key to the IBM Storwize V5000

After you create your SSH key pair, you must upload your SSH public key onto the SAN
Volume Controller system. Complete the following steps to upload the key:

1. Open the user section, as shown in Figure A-6.

IBM Storwize ¥5000

mcr-atl-cluster-01 > Home > Owerview ¥

[EE Suggested Tasks + l

s k!

0 Fibre Channel Hosts

24 Internal
3 MDisks 1 Pool 10 Yolurmnes 1 SAS Host
0 External .
Storage Systemns 0 iZ5C5I Hosts

{ Users

Gudit Log

Figure A-6 Open user section

2. Right-click the user for which you want to upload the key and click Properties, as shown in
Figure A-7.

IBM Storwize Y5000

mcr-atl-cluster-01 > Access > Users ¥

N &, Mew User Group

All Users f\. All Users

LS

L4
SecurityAdmin

jg, Mew User = Actions ¥ A

administrator Hame User Group Password™ | S5HKey [
SUpEruser H i Configured Mo

i Remove Password

“3Remove S5H Key

=G d

CopyOperator
i Delete
Properties
Service
Monitor

Figure A-7 Superuser properties

614 Implementing the IBM Storwize V5000



Figure A-8.

User Properties

@

N" Mame
| ] SUpEFUSErF

Authentication Mode
Local Remote

User Group

Security &dmin

Local Credentials
Ueers must have a password, an 554 public ey, or both,
Password

Configured | Change

=%H Public kKey

IE:\Usersk&dministratur\E Browse.. I

O[Jg Cancel

Figure A-8 Select public key

4. Click OK and the key is uploaded, as shown in Figure A-9.

3. To upload the public key, click Browse, select your public key, and click OK, as shown in

Modify User

e Synchronizing memory cache,

» Details

The task has started. Z:
Modifying user sSuperuser z:
Bumming commatid: Z:
swctask chouwrrentuser -keyfile ftmpfsuperuser pub-6033935037670020745.
Synchronizing memory cache. Z:

Close

EE PM
EE PM
5E PM
pub

EE PM

Cancel

Figure A-9 Public key upload complete
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5. Click Close to return to the GUI.

Configuring the SSH client

Before the CLI can be used, the SSH client must be configured. Complete the following steps
to configure the client:

1. Start PuTTY, as shown in Figure A-10.

PuTTY Configurati B =
ﬁ n gl..lra 1on ;

A

Cateqory:

B- Spssion Basic options for your PuTTY session

Specify the destination you want to connect to

-T inal
=~ Teminal Host Name (or IP address)

- Keyboard
- Bell

- Features Connection type:

= Window T Raw () Telnet () Rlogin @ SSH () Seral
- Appearance

- Behaviour
.. Translation Saved Sessions

Port
22

Load, save or delete a stored session

- Selection
- Colours
=~ Connection
- Data

. Prosy

- Telnet

- Rlogin
B 55H

- Seral

Default Settings

Qose window aon ext: )
| () Always () Never @) Only on clean exit

[ About ] [ Help l [ Open l [ Cancel

Figure A-10 PuTTY

In the right side pane under the “Specify the destination you want to connect to” section,
select SSH. Under the “Close window on exit” section, select Only on clean exit, which
ensures that if there are any connection errors, they are displayed in the user’s window.

616 Implementing the IBM Storwize V5000



2. From the Category pane on the left side of the PuTTY Configuration window, click
Connection — SSH to open the PUuTTY SSH Configuration window, as shown in

3.

Figure A-11.

3 PUTTY Configuration

Category:
=2 Sgssion Options controlling S5H connections
A Ten L_oglging Data to send to the server
= Teming
.. Keyboard Remote command:
- Bell
- Features .
- Window Protocol options
- Appearance [7] Dont start & shell or command at all
. Behaviour [] Enable compression
- Tranglation Prefemed SSH protocal version:
- Selection ©lony D1 @2 ) 2only
- Colours . )
& Connection Encryption options
.. Data Encryption cipher selection policy:
- Proxy AES (S5H-2 only)
Blowfish
;Je'”_e* 3DES
- Riogin —wam below hare -
- Arcfour (S5H-2 only)
- G DES
[7] Enable legacy use of single-DES in S5H-2

| [ Open

I

Cancel

Figure A-11 SSH protocol version 2

In the right side pane in the “Preferred SSH protocol version” section, select 2.
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4. From the Category pane on the left side of the PuTTY Configuration window, click
Connection - SSH — Auth. As shown in Figure A-12, in the right side pane in the
“Private key file for authentication:” field under the Authentication Parameters section,
browse to or manually enter the fully qualified directory path and file name of the SSH
client private key file that was created earlier (for example, C:\Support
Utils\PuTTY\icat.PPK).

PuTTY Configuraticl
Category:
=1~ Teminal - Options controling S5H authentication
- Keyboard
- Bel | [C] Bypass authentication entirely (SSH-2 orily)
- Features Display pre-authentication banner (S5H-2 only)
& Window Authentication methods
- Appearance
.. Behaviour AMtempt authentication using Pageant
... Translation [ Attempt TIS or CryptoCard auth (SSH-1)
- Selection Attempt "keyboard-nteractive” auth (SSH-2)
= C.on:zldo::r: Authentication parameters
. Data = [T] Mllow agent forwarding
- Prosgy [] Allow attempted changes of usemame in S5H-2
- Telnet Private key file for authentication:
- Rlogin C:\Users\|BM_ADMIN\Desktop\icat ppk
E-55H r:
- Auth
M
i Tunnels
. Bugs -
Mout ||  Hep | Open || Cancel

Figure A-12 SSH authentication

5. From the Category pane on the left side of the PuTTY Configuration window, click
Session to return to the Session view, as shown in Figure A-10 on page 616.
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6.

In the right side pane, enter the host name or system IP address of the IBM Storwize
V5000 clustered system in the Host Name field. Enter a session name in the Saved

Sessions field, as shown in Figure A-13.

ﬁ PuTTY Configuration
Categony:

[=- Session

P Logging
- Terminal
- Kepboard
- Bell
- Features
[=]- Window
- Appearance
- Behaviour
- Tranzlation
- Salection
- Colours
=)~ Connection
- Data
- Promy
- Telnet
- Rlagin
(- 55H
- Genal

S
B asic optionz for your PuT TY zeszion
Specify the destination you want bo connect o
Hast Mame [or IP address] Port
9174161119 22
IZ_:::nneu:tiu:un t__l,lpe: ] ) )
() Raw () Tenet () Rlogin @ 55H () Serial

Load, zave or delete a stored zession

Saved Seszzsions
WRO00

Default Settings Load
A —

Cloze window an exit:
) Always () Mever @ Only on clean exit

Open ] [ Cancel

Figure A-13 Enter session information
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7. Click Save to save the new session, as shown in Figure A-14.

ﬁ PuTTY Configuration @
Cateqory:
= S_essiu:un B azic options for wour PuT T zession
: TE"" L.Dglglng Specify the destination pou want to connect to
sfmina Hozt Mame [or [P addressz) Part
- K.eyboard
- Bell 3174161.113 22
- Features Connection bpe:
=1 window R aw Telnet Rlogin @ S5H Sernal
o
ppea.rance Load, save or delete a stored zesgion
- Behaviour
- Translation Saved Seszions
- Selection w5000
E':'l':'_urs Default Settings | Load |
—|- Connection WHO00
.. Data Cave
pae
. Telnet Delete
- Rlogin
+- 55H
- Serial Cloge window on exit;
Always Mewver @ Only on clean exit
Ahbout Open | | Cancel

Figure A-14 Save Session

8. Highlight the new session and click Open to connect to the IBM Storwize V5000 system.

9. PuUTTY now connects to the system and prompts you for a user name. Enter admin as the
user name and press Enter (see Example A-1).

Example: A-1 Enter user name

login as: superuser

Authenticating with public key "rsa-key-20130521"

Last Togin: Tue May 21 15:21:55 2013 from 9.174.219.143
IBM_Storwize:mcr-atl-cluster-0l:superuser>

The CLI is now configured for IBM Storwize V5000 administration.

Example commands

A detailed description about all of the available commands is beyond the intended scope of
this book. In this section, sample commands that we referenced in this book are presented.

The svcinfo and svctask prefixes are no longer needed in IBM Storwize V5000. If you have
scripts that use this prefix, they run without problems. If you enter svcinfo or svctask and
press the Tab key twice, all of the available subcommands are listed. Pressing the Tab key
twice also auto-completes commands if the input is valid and unique to the system.
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Enter 1svdisk (as shown in Example A-2) to list all configured volumes on the system. The
example shows that six volumes are configured.

Example: A-2 List all volumes

IBM_Storwize:mcr-atl-cluster-01l:superuser>1svdisk

id name I0 group_id IO group name status mdisk grp_id mdisk grp name
capacity type FC_id FC_name RC_id RC_name vdisk UID opy_count

fast write state se_copy count RC change compressed copy count

0 V5000 VoIl O io_grp0 online 0 V5000 _Pool
20.00GB striped 6005076300800 empty

1 no 0

1 V5000 Vol2 O io_grp0 online 0 V5000 _Pool
2.00GB striped 6005076300800 empty

1 no 0

2 V5000 Vo13 O io_grp0 online 0 V5000 _Pool
2.00GB striped 6005076300800 empty

1 no 0

3 V5000 Vol4 O io_grp0 online 0 V5000 _Pool
2.00GB striped 6005076300800 empty

1 no 0

4 V5000 Vol5 0 io_grp0 online 0 V5000 _Pool
2.00GB striped 6005076300800 empty

1 no 0

5 V5000 Vol6 O io_grp0 online 0 V5000 _Pool
2.00GB striped 6005076300800 empty

1 no 0

Enter 1shost to see a list of all configured hosts on the system, as shown in Example A-3.

Example: A-3 List hosts

IBM Storwize:mcr-atl-cluster-0l:superuser>Ishost
id name port_count iogrp_count status
0 windows2008r2 2 4 online

To map the volume to the hosts, enter mkvdiskhostmap, as shown in Example A-4.

Example: A-4 Map volumes to host

IBM_Storwize:mcr-atl-cluster-01:superuser>mkvdiskhostmap -host ESXi-1 -scsi 0 -force
ESXi-Redbooks
Virtual Disk to Host map, id [0], successfully created

To verify the host mapping, enter 1svdiskhostmap, as shown in Example A-5.

Example: A-5 List all hosts that are mapped to a volume

IBM_Storwize:mcr-atl-cluster-0l:superuser>Ishostvdiskmap ESXi-1
id name  SCSI_id vdisk_id vdisk_name vdisk_UID
4 ESXi-10 2 ESXi-Redbooks 600507680185853FF000000000000011
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In the CLI, there are more options available than in the GUI. All advanced settings can be set;
for example, I/O throttling. To enable 1/O throttling, change the properties of a volume by using
the changevdisk command, as shown in Example A-6. To verify the changes, run the 1svdisk
command.

Example: A-6 Enable advanced properties: I/O throttling

IBM_Storwize:mcr-atl-cluster-0l:superuser>chvdisk -rate 1200 -unit mb
ESXi-Redbooks

IBM Storwize:mcr-atl-cluster-0l:superuser>
IBM_Storwize:mcr-atl-cluster-0l:superuser>1svdisk ESXi-Redbooks

id 2
name ESXi-Redbooks

vdisk_UID 600507680185853FF000000000000011
virtual_disk_throttling (MB) 1200
preferred node id 2

IBM_Storwize:mcr-atl-cluster-0l:superuser>

Command output: The 1svdisk command lists all available properties of a volume and its
copies. To make it easier to read, lines in Example A-6 were deleted.

If you do not specify the unit parameter, the throttling is based on 1/Os instead of throughput,
as shown in Example A-7.

Example: A-7 Throttling based on I/O

IBM_Storwize:mcr-atl-cluster-0l:superuser>chvdisk -rate 4000 ESXi-Redbooks
IBM_Storwize:mcr-atl-cluster-0l:superuser>1svdisk ESXi-Redbooks

id 2

name ESXi-Redbooks

vdisk _UID 600507680185853FF000000000000011
throttling 4000
preferred node id 2

IBM_Storwize:mcr-atl-cluster-0l:superuser>
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To disable 1/O throttling, set the I/O rate to 0, as shown in Example A-8.

Example: A-8 Disable I/O Throttling

IBM_Storwize:mcr-atl-cluster-0l:superuser>chvdisk -rate 0 ESXi-Redbooks
IBM_Storwize:mcr-atl-cluster-0l:superuser>1svdisk ESXi-Redbooks
id 2

vdisk_UID 600507680185853FF000000000000011
throttling 0

preferred node id 2
IBM_Storwize:mcr-atl-cluster-0l:superuser>

SAN Boot

IBM Storwize V5000 supports SAN Boot for Windows, VMware, and many other operating
systems. SAN Boot support can change, so regularly check the IBM Storwize V5000
interoperability matrix at this website:

http://www-01.ibm.com/support/docview.wss?uid=ssg1S1004111

The IBM Storwize V5000 Information Center has more information about SAN Boot for
different operating systems, which is available at this website:
http://pic.dhe.ibm.com/infocenter/storwize/V5000 ic/index.jsp?topic=%2Fcom.ibm.sto
rwize.V5000.641.doc%2Fsvc_hostattachmentmain.html

For more information about SAN Boot, see the IBM System Storage Multipath Subsystem
Device Driver User's Guide, GC52- 1309-03, which is available at this website:

ftp://ftp.software.ibm.com/storage/subsystem/UG/1.8--3.0/SDD_1.8--3.0_User_Guide_E
nglish_version.pdf

Enabling SAN Boot for Windows

Complete the following steps to install the Windows host by using SAN Boot:

1. Configure the IBM Storwize V5000 system so that only the boot volume is mapped to the
host.

2. Configure the Fibre Channel SAN so that the host sees only one IBM Storwize V5000
system node port. Multiple paths during installation are not supported.

3. Configure and enable the host bus adapter (HBA) BIOS.

4. Install the operating system by using the normal procedure and select the volume as the
partition on which to install.

HBAs: You might need to load another HBA device driver during installation, depending
on your Windows version and the HBA type.

5. Install SDDDSM after the installation completes.
6. Modify your SAN zoning to allow multiple paths.
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7. Check your host to see whether all paths are available.

8. Set redundant boot devices in the HBA BIOS to allow the host to boot when its original
path fails.

Enabling SAN Boot for VMware

Complete the following steps to install a VMware ESXhost by using SAN Boot:

1. Configure the IBM Storwize V5000 system so that only the boot volume is mapped to the
host.

2. Configure the Fibre Channel SAN so that the host sees only one IBM Storwize V5000
system node port. Multiple paths during installation are not supported.

3. Configure and enable the HBA BIOS.

4. Install the operating system by using the normal procedure and select the volume as the
partition on which to install.

HBAs: You might need to load another | HBA device driver during installation,
depending on your ESX level and the HBA type.

5. Modify your SAN zoning to allow multiple paths.
6. Check your host if all paths are available and modify the multipath policy, if required.

Windows SAN Boot migration

624

If you have a host that runs a Windows 2000 Server, Windows Server 2003, or Windows
Server 2008 operating system and have existing SAN Boot images that are controlled by
storage controllers, you can migrate these images to image-mode volumes that are controlled
by the IBM Storwize V5000 system.

SAN Boot procedures: For more information about SAN Boot procedures for other
operating systems, see the IBM Storwize V5000 Information Center at this website:

http://pic.dhe.ibm.com/infocenter/storwize/V5000 ic/index.jsp?topic=%2Fcom.ibm.
storwize.V5000.641.doc%2FV5000 ichome 641.htm]

Complete the following steps to migrate your existing SAN Boot images:

1. If the existing SAN Boot images are controlled by an IBM storage controller that uses the
IBM Subsystem Device Driver (SDD) as the multipathing driver, you must use SDD V1.6
or higher. Run the SDD datapath set bootdiskmigrate 2076 command to prepare the
host for image migration. See the Multipath SDD matrix to download packages at this
website:

http://www-01.ibm.com/support/docview.wss?rs=540&context=ST52G7&dc=DA4008&uid=ss
g1S7001350&Toc=en_US&cs=utf-8&lang=en#WindowsSDD

2. Shut down the host.
3. Complete the following configuration changes on the storage controller:

a. Write down the SCSI LUN ID each volume is using (for example, boot LUN SCSI ID 0,
Swap LUN SCSI ID 1, and Database LUN SCSID 2).

b. Remove all of the image-to-host mappings from the storage controller.
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8.
9.

c. Map the existing SAN Boot image and any other disks to the IBM Storwize V5000
system.

. Change the zoning so that the host can see the IBM Storwize V5000 1/O group for the

target image mode volume.
Compilete the following configuration changes on the IBM Storwize V5000 system:

a. Create an image mode volume for the managed disk (MDisk) that contains the SAN
Boot image. Use the MDisk unique identifier to specify the correct MDisk.

b. Create a host object and assign the host HBA ports.

c. Map the image mode volume to the host by using the same SCSI ID as before. For
example, you might map the boot disk to the host with SCSI LUN ID 0.

d. Map the swap disk to the host, if required. For example, you might map the swap disk
to the host with SCSI LUN ID 1.

Change the boot address of the host by completing the following steps:
a. Restart the host and open the HBA BIOS utility of the host during the booting process.

b. Set the BIOS settings on the host to find the boot image at the worldwide port name
(WWPN) of the node that is zoned to the HBA port.

If SDD V1.6 or higher is installed and you ran the bootdiskmigrate command in step 1 on
page 624, reboot your host, update SDDDSM to the latest level, and go to step 14. If SDD
V1.6 is not installed, go to step 8.

Modify the SAN Zoning so that the host sees only one path to the IBM Storwize V5000.
Boot the host in single-path mode.

10.Uninstall any multipathing driver that is not supported for IBM Storwize V5000 system

hosts that run the applicable Windows Server operating system.

11.Install SDDDSM.
12.Restart the host in single-path mode and ensure that SDDDSM was properly installed.

13.Modify the SAN Zoning to enable multipathing.

14.Rescan drives on your host and check that all paths are available.
15.Reboot your host and enter the HBA BIOS.
16.Configure the HBA settings on the host. Ensure that all HBA ports are boot-enabled and

can see both nodes in the I/0 group that contains the SAN Boot image. Configure the HBA
ports for redundant paths.

17.EXxit the BIOS utility and finish starting the host.
18.Map any other volumes to the host, as required.
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Related publications and information

The publications and information that is listed in this section are considered particularly
suitable for a more detailed discussion of the topics that are covered in this book.

IBM Redbooks

The following IBM Redbooks publications provide more information about the topics in this
book. Some publications that are referenced in the following list might be available in softcopy
only:

Implementing the IBM System Storage SAN Volume Controller V6.3, SG24-7933
Implementing the IBM Storwize V7000 V6.3, SG24-7938

SAN Volume Controller: Best Practices and Performance Guidelines, SG24-7521
Implementing an IBM/Brocade SAN with 8 Gbps Directors and Switches, SG24-6116

You can search for, view, download, or order these documents and other Redbooks,
Redpapers, Web Docs, draft, and other materials at this website:

http://www.ibm.com/redbooks

IBM Storwize V5000 publications

Storwize V5000 publications are available at this website:

https://ibm.biz/BdxyDL

IBM Storwize V5000 support

Storwize V5000 support is available at this website:

https://ibm.biz/BdxyD9

Help from IBM

IBM Support and downloads
https://www.ibm.com/support

IBM Global Services

https://www.ibm.com/services
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